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Abstract

The essence of an information attack is to dter, either by intrusion into and manipulation of
a database or by deception, the scenario under which a target mind or organization evauates and
selects future courses of action. The aim isto influence the actions of the target. The method
is dteration of the perceived desirability or expected payoff of specific courses of action. This
alteration of the information in possession of the target can be described as dteration of the
perceived redlity under which the target operates. Probable success by an attacker in dtering the
target’s percelved behavior, given a successful manipulation of the target’'s information, has, in
the past, been subjective. A modding protocol based on the use of game theory is proposed that
may, in certain cases, allow optimization of the scenario, or reality, imposed on the target to
force the choice of a desired course of action. It should also dlow a quantitative estimate of the
likelihood of the target’s adopting a given course of action. This tool can be used to estimate
friendly susceptibility to information attack.
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1. Problem

An information atack is a deliberate attempt to dter the redlity perceived by an enemy. In the
past, the means used to attack a target’s information base were deception and persuasion. Persuasion
is as old as mankind. Military deception aso has an ancient pedigree. The Hittites deceived
Ramses I outside the walls of Kadesh around 1286 BC and very nearly destroyed the Egyptian army.
The deception means used in that operation are not so very different from the means used in the
deception operations now routinely embodied in U.S. operations planning or embodied in the Soviet
doctrine of maskirovka."

Deception is the progenitor of a more modem form of information attack, the deliberate and
direct ateration of databases, and, hence, perceived redlity, by unauthorized entry into and
manipulation of computer systems. For the purposes of this paper, an information attackis assumed
to include an attempted alteration of information in atarget’ s possession by any means, including
intruson or deception.

In the past, a key question has been how likely is successful manipulation of a target's actions,
given a successful information manipulation (information attack). This has largely been subjective.
The means of coping with the quantitative uncertainty in information manipulation has been the use
of whatever resources are available to make the desired course of action look so attractive it is
irresistible. A more quantitative means of analyzing and evaluating information attacks may now
be avalable. This is due largely to the increased use of computer-based decision and evauation aids.
These decison aids, such as combat smulations, produce relatively reproducible quantitative results
and are driven by scenarios, or representations of redlity, that are, in genera, governed by
information or databases that are numerical in nature. If the input data can be deduced, stolen, or
forced, and the decison ads can be obtained, the numerical bases for decisons may be duplicated.

* Maskirovka is an elegant Soviet doctrine for controlling the actions of an opponent. It embodies what we call
“deception,” aswell as electronic warfare and more. It is described in Glantz (1989). The historical material is related
to the present (then, 1989) in the last chapter. It is worth remembering that the Soviets trained people in their doctrine
who we will continue to encounter for a generation to come.  For that matter, the Russian military seems unlikely to
abandon this elegant and successful doctrine.




Once the numerical bases for decisions are produced by the decision aids-gains or losses from
adoption of some given course of action-the decision process may in some cases be emulated. The
problem analyzed is the likelihood of successful manipulation of the target’s actions, given the
ateration of the information in the target’s possession. In other words, will the target do as the
atacker wishes?

2. Access

Andysis of the results of an information attack assumes the atacker has a great ded of access
to a target’s information and decision tools. It may be argued that one cannot just assume access to
the target’s decision process and information base, and in generd this is true. However, a successful
information attack by intruson into a computer system, whether by means of a network or by a file
manipulation through a delayed action attack such as “chipping*’ or a previously seeded virus,
requires access in order to occur at al.* In general, once in acomputer system, the attacker has a
great ded of freedom of action, and mogt intrusions are not detected at the time, if ever. Given that
a successful intrusion occurs a dl, thus permitting an information attack, the access of the attacker
is likely to be very great. Because of this, the access to the information necessary for anaysis of the
effect of information attack by intrusion is assumed in this analyss as well.

The method of analysis may also apply to many deception operations, as well as intrusions.
Although deception operations can be launched with little or no access to a target's information base
or reasoning process, the majority of successful ones appears to have been conducted with some,
usually much, access. Additionally, the most successful operations have been conducted through
reinforcing the preconceived expectation of the target, which required access to the thought
processes of the target to set the goal and to the reasoning processes of the target in order to reinforce

" “Chipping,” or building malicious code or circitry into a chip, is not a new idea. Arthur C. Clarke described itina
gtory, “The Pacifist,” in 1956 about a piece of circuitry surreptitiously inserted into a military tactical planning
computer. The story has been anthologized in Tales from the White Hart (Clarke 1957).
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that notion.* It seems reasonable that some deception operations will involve the kind of access to
information and knowledge of the target to allow predictive methods to be used.

It can, therefore, be argued that in order for an information attack to be prosecuted successfully
access is a sine qua non. Without just such access, the attack will probably not occur at all.
Therefore, if the attack occurs at dl, the conditions required for a predictive protocol may well, but
not certainly, be in place.

Assuming access, a protocol for evauating the effect of information attacks may be formed from
the union of tacticd combat modeling tools and classca operations research methods for selecting
the optimum course of action among several courses of action based on the expected gain or loss for
each. Interestingly, the more eaborate the analytica tools for decison making available to a force
(eg., US. Army) are, the more predictable the actions of the force may be.

Interestingly, an evauation protocol may only be useful given an information attack. In the past,
use of classica operations research methods to emulate decison processes has often been difficult
or impossible. There are simply too many free variables in the usua decision process. A good
example is shown in the discussion that follows, which illustrates a decision process using the
command estimate process. In the context of an information attack, however, the perceived Stuation
issimplified by the attacker.

No information attack is conducted with the am of leaving freedom of choice to the target. The
target of an information attack is not left with options; the intent is to channel the target’s actions.
The target is intended to either follow one course of action only, or to be parayzed, following none.
This implies the manipulation of information so that ether one course of action is overwhelmingly

* This is demonstrated in the marvelous study, “Deception Maxims. Fact and Folklore” (Centra Intelligence Agency
1980). As discussed in this study, an attack through conventional deception is most successful if it aigns with the
target’s preconceived ideas and expectations. It is also worth remembering that the great deceptions of WW 11 and
Vietnam were conducted with inside information from agents and broken codes in the former, and the news media
and hodtile intelligence services in the latter. These allowed both information for initial planning and also constant
feedback on the success of the operation.



dtractive, even if only by comparison, or no course of action is preferable to others, and none look
attractive at all. Thissimplification may allow the use of mathematical methods of evaluating the
likelihood of the target’s adopting the desired course of action that are impractical in the general

case.*

3. Decisions

Evauating the most probable outcome of a successful information attack is difficult because it
involves evauation of the outcome of manipulation of perceptions on a decision. As stated
previoudly, this study assumes that the information has aready been successfully transferred or
dtered, and the god is to assess the actual impact of the successful information manipulation on the
manipulation of the target’ sactions. As stated previoudly, the information manipulation can be by
deception, intrusion, or some other means.

For situations where alogical analysisis used by atarget decision-making entity to determine
courses of action, the application of game theory or other related disciplines such as linear
programming might lead to predictiveinsight." The prototypical case would be amilitary force led
by individuals with forma training in some andytica staff methodology, such as U.S. battle staffs.
Likewise, an attacker's own trained genera staff might be increasingly vulnerable to being foxed in
turn. The method might be open, with reservations, to application to economic cases as well.

* In the general case, evaluating the probable reactions of a target, given little or no knowledge by the attacker of the
target’s knowledge of the situation, and in ignorance of the target’s values and thought processes, is a task best |eft
to intuition. Unfortunately, in many cases this is the only real avenue. For many people, especialy the violent
personalities likely to seek, gain, and maintain power in the Third World, emotion is king. Reason is at best a
distantly related handmaiden. Curiously, cases that are subject to analysis seem more likely to occur in targets that
are better educated and better trained than in cases such as a criminal without formal training, or an emergent popular
leader. Many “popular” leaders, of course, are quite rigorously trained by some hostile nation state.

' Zero-sum game theory and linear programming (LP) problems may be expressed in either formaism.  Thisis
extremely convenient, as LP software is easily available. The relationship between the two formalisms is described
in Bennion (1960).



4. The U.S. Army Decision Process

The formalism used by U.S. Army battle staffsis illustrated in two examples of a sample
decision table from the G3 (operations) planning process. The first (Figure 1) is taken from the
Command and General Staff College (CGSC) text on the command estimate process (U.S. Army
Command and General Staff College 1989)." The second (Figure 2) is reproduced from the newly
revised manual on staff operations (U.S. Department of the Army 1997)." The “school solution”
illustrated in the text is paper-and-pencil based; field units now use sophisticated combat and
logistical simulations, but the basic logic applies. Severa observations arein order.

In this process, a mission statement leads ultimately to the determination of possible courses of
action: “attack with three battalions here, defend with one here, abarrier here. . .” These are
formulated, evaluated by war gaming, and the decision is made in the light of war game results
conducted under a given scenario, or perceived redity. In the generd case, individualy chosen and
weighted factors enter the decision process. This is illustrated in Figure 3. If that redlity is tailored,
then the determination of possible courses of action and the estimate of the value of the courses of
action will be altered also. The perceived relative merit of a course of action is thus determined,
based on the factors consdered important by the commander. As can be seen in the example, which
is only one of many staff decison matrices, without smplification or channeling of the decision, the
judgmental factors make predictive methodol ogies themselves highly judgmental, unless the basic
perception of the situation is manipulated or accessed in some way. That is, however, the essence
of an information attack.

In the absence of manipulation, the anaysis and selection of courses of action, the war gaming
of the courses of action, and the formulation of the decison matrix are highly subjective and full of
free variables. The process must be ssimplified or channeled in some way. This can be by

* With the embodiment of the methodol ogy of this ST in the latest revision of FM 101-5 (U.S. Department of the Army
1997), the text will presumably be revised.

' The May 1984 edition did not incorporate this excellent material.
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COURSES OF ACTION’ Note that the subsidiary factors do

CRITERIA! wr ! 2 3 not dominate the decision: al the
. 3 .
Smplcily 2| 2 o | 2| 8 courses of action have decent C2,
Surprise 3| ! 313 o2 6 etc. The driving factors in this
speed 5| 2 3 5 case are two: “surprise” and
pee 10 . 15 25 “ N .
- NE > " speed.” Furthermore, if, for
ass . .
< ! - 2 - : instance, an attacker left “surprise”
Combined Arms ! 3 ! 3 out of a prediction of the target’s
Security ! |2 2|’ 2 actions, the relative rank based on
o css 2| —" |3 e X “speed” alone would not change
. 4 4 4 from the example shown.
Objective 1 4 4 4 . “« ”
" , / » ; Dg:lsons based on “speed” are
3 2 3 driven by factors such as Tables 4-
1 13
Oftensive ! % % 1 2 and 4-3, “Unopposed rates of
Total . % » movement” --predictable.
Weighted total 35 48 61

ICntenia are-any factors that pertain fo the mission {options include: battielield operating systems, tenets of AwrLand Battle, OCOKA, critical events) They may be assigned by either the commander or
staft it the critenia are qualitatively the same for each course of acton, they may not need to be displayed.

*Courses of action are those that are selected for war gammg.

‘The prncipal staff officers assign numerical values lor each critenon after the courses of actron are war gamed. These values reflect the relative advantages or disadvantages ol each criterion for eath
course of action. fn the example above, course of action 3 1s clearly the best.

‘The numbers are lotaled to provide a subjective evaluation of the best course of action without wesghting one criterion over another.

Should the commander destte to emphas:ze one ¢nlenion as more important than another, he zsuigns weights to each cnterion based on relative importance.

tThe weights are muitighed by the mitially assigned score in each column.

'The scores are totaled to prorvde a "best” course of action based on weights assigned by the commander.

Figure 1. Sample Decision Matrix (From U.S. Army Command and General Staff College [1989], Figure 4-7, p. 4-16).



CRITERIA WT COA COA COA
(note 1) (note 2) 1 2 3

(note 3) (note 3) (note 3)

Maneuver 3 2 3 1
(6) (9) (3)

Simplici 3 3 1 2
Pty (©) () )

Fires 4 2 1 3
(8) (4) (12)

Intelligence 1 3 2 1
®3) 2 (1)

ADA 1 1 3 2
(1) (3) ()

Mobility/ 1 3 2 1
Survivability (3) (2) )

CSS 1 2 1 3
(2) (1) (3)

c? 1 1 2 3
(1) @2 )

Residual 2 1 2 3
Risk (2) (4) (6)

cw 1 2 1 3
@3] (1) 3)

TOTAL 20 18 22
Weighted TOTAL (37) (31) (40)

NOTES:

1. Criteria are those assigned in Step 5 of the war-gaming process.

2. Should the CofS/XO desire to emphasize one as more important than another, he assigns weights to each
criterion based on relative importance.

3. Courses of action are those selected for war gaming.

Procedure: The staff assigns numerical values for each criterion after war-gaming the COA. Values reflect the
relative advantages or disadvantages of each criterion for each COA action. The lowest number is best. The initially
assigned score in each column is multiplied by the weight and the product put in parenthesis in the column. When using
weighted value, the lower value assigned indicates the best option. The numbers are totaled to provide a subjective
evaluation of the best COAwithout weighing one criterion over another. The scores are then totaled to provide “best” (lowest
number value) COA based on weights the commander assigns. Although the lowest value denotes the best solution, the
best solution may be more subjective than the objective numbers indicate. The matrix must be examined for sensitivity.
Although COA 2 is the “best” COA, it may not be supportable from a CSS standpoint. The decision maker must either
determine if he can acquire additional support or if he must alterordelete the COA.

Figure 2. Sample Decision Matrix (From U.S. Department of the Army [1997], Figure 5-11,
p. 5-25).
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externa pressure (e.g., the media) or by compromise of the decision algorithm. The judgment
factors are then transparent to the attacker. The selection of the courses of action in the general case,
therefore, is not amenable to analysis with game theory or its cousins, though a judgment evaluation
may be aided considerably by combat simulations run and evaluated with the target’s decision
methodology.

The decison matrix from FM 101-5 (U.S. Department of the Army 1997) is now a rank-ordered
raing.* This may decrease the impact of initid conditions in the combat smulation used to generate
figures of merit. Note that in this example, as in the previous case, a factor dominates the decision.
This cannot be relied on in the general, unmanipulated case, even though present in the example.
An additional observation about this example is that, if the miscellaneous nondominant factors such
as combat service support are ignored in this matrix, the decison does not change. This is because,
in general, bad plans are not made deliberately. Good alternative courses of action are al
supportable, dl have decent fiie support, etc.

If redl battle staffs perform like the textbook examples, some key attributes will likely be the
deciding factor, picked out by the weighting functions. In fact, it can be argued that U.S. planning
has become more dependent over the last 30 years on a single, overriding imperative: low casualties.
If two or more factors should dominate, however, the protocol can aso be followed for each factor,
and the course of action selection by the target estimated based on the agreement of the protocol for
dl the factors for a single course of action. If the answer does not converge in this way, the assumed
manipulated redlity is inadequate to channel actions with any certainty. The scenario should be
dtered and the andysis performed again to fmd an unambiguous answer.

* |n passing, the new school solution with forced choice rank ordered rating may meet some resistance. The method
artificially enhances differences between choices of action where there may, in fact, be little or no red difference.
It also de-emphasizes differences where there may be substantial differences. For instance, two courses of action may
be identically supportable in terms of ton-miles, but one is forced to be rated better than another (1 vs. 2). One may
produce three times the casualties of another, but the better is rated as merely better (1 vs. 2) rather than three times
as good as the other. The older method accounted for these problems.
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The most important thing to glean from the discussion of gaming of courses of action in the text
is that the gaming approach outlined in ST 100-9 (U. S. Army Command and Generad Staff College
1989) is essentially a zero-sum decision. That is, one side gains according to some measure; the
other side loses. For example, the measure may be ground gained or casudties. One side gains
ground; the other loses it. One side loses men and vehicles; another side gainskills, and so on.

Mathematicaly, the application of non-zero-sum theory is more appropriate, but as of now, the
doctrina approach is smpler. Perhaps with the increasing use of more complicated smulation toals,
that will change. The attacker is, of course, not only well aware of the difference in goals and the
disparity of vaues, but in this scenario has acquired the necessary predictive tools to generate them.
Non-zero-sum game theory is thus essentia for the attacker’s decision, but not needed for the

attacker’ s evaluation of the target’ s decisions.

It should be noted that, in the absence of an information attack or detailed inside information,
the problen may dill be andyzed, but with less confidence. With only the information in ether of
these two example decision matrices, a prediction can be made, but game theory is not adequate for
the prediction. The necessary payoff matrix cannot be filled out. The decision process can likely
be emulated, however, if the combat simulation used by the target to calculate measures of
effectiveness can be used to fill out alikely payoff matrix that the attacker feelsis consistent with
the target’ s values and past judgement. The intermediate steps in the war-gaming process are
necessary. Given those, a payoff matrix the attacker feels is similar to what the target would
generate can be filled out and an estimate made using the formalism of game theory, which should
emulate the judgment cal of the staff. The fidelity of the emulation cannot be guaranteed, but the
process should be at least indicative.

5. Analysis of the Effects of the Attack

As mentioned, the basis of the atack is the manipulation of a perceived redity in such a way that
the problem is simplified and analyzed with the appropriate decision aids to generate payoff
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matrices. One question that must be addressed is, “How robust are combat simulations under
different initiad scenarios, or perceived redities?’

Higher-level headquarters have increasingly sophigticated combat and logistic smulation tools
available, with output that may or may not be believable in absolute terms. The output is usually
regarded as at least consistent. That consistency isimportant. Although one may not have alot of
confidence in the probable absolute accuracy of a given prediction of a measure such as casualties,
the accuracy of the relative results of two courses of action seems reasonably well founded by
experience with combat simulations. That is, the casualty ratios in two “battles’ that are
subsequently “fought” in a combat simulation will likely be reasonably accurate, but the actual
values of the casualties predicted by a given simulation using historical data as the scenario may
differ substantialy from the real battle. Thus, a least for the game theory formaism, the strategy
mix should be robugt, but the value ofthe game (wins or losses) will be dtered by any multiplicative
factor that relates the war game results to real battles.

The drategy mix is the determining factor for prediction of the sdection of a course of action,
and should be robust within a given simulation, although the value of the game might be less so.
That is, an information attack should increase the probability of a course of action so that it
dominates the strategy mix, and the others have low probabilities. The value of the game is
important in estimating whether the target may be induced to act at all. Thisisimportant in
andyzing an attack aimed a parayzing the target. Such an attack should am at no course of action
predominating, and the value of the game being so poor that action is not taken.

The outcome of a given course of action also depends on what an enemy might do. That is,
course of action i might have outcomes j depending on how the enemy reacts. This immediately
suggests a rectangular payoff matrix, and the formalism of a decision optimization discipline such
as game theory or, for the zero-sum case, linear programming. The discussion in this report is based
on the formalism of game theory. This is because, although there is an extensive and mature
andytica discipline of optimization of courses of action (linear programming is one methodology),
the writer is more familiar with the game theoretical formalism than the others, and the game
theoretical formalism extends to the non-zero-sum case.
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Once a payoff matrix is generated, game theory allows determination of the optimum mix of
strategies. That is, for a player playing the same game many times, independently of previous
results, choice of drategy can be made randomly within the probabilities in the strategy mix. That
is, the formalism of evaluation of an m x p payoff matrix, corresponding to m friendly courses of
action and p enemy courses of action, alows the determination of a series of probabilities for the
optimum mix of the m friendly courses of action. If the game were played according to the optimum
drategy mix, and the individua drategies in the strategy mix were randomly selected according to
those probabilities, the outcome would be optimal. This is also the expected outcome of an
evauation process by a good staff and commander. Indeed, the long-term payoff, the vaue of the
game, can also be determined from the payoff matrix.* As stated previously, the goal of an
information attack would be to ater the redity that produces a perceived payoff matrix so that either
action is paralyzed (no strategy predominated in the strategy mix, or al look about equally likely,
and the vaue of the game is bad) or a single strategy predominated the mix (action is channeled).

One problem isthat an attacker, unless a graduate of the American staff system, isunlikely to
evauate his or her courses of action in the same way or to choose the same figures of merit. That
is, his or her payoff matrix may be consderably different. This is epecidly o if the chosen figure
of merit is radicaly different from U.S. usage; an enemy may be completely indifferent to casualties,
or even desire them for thelr effect on the media or the U.S. intdligentsia This leads to the necessity
for two sets of payoff matrices-one based on the U.S. methodology and figure of merit, and another
based on both that payoff matrix and the hostile methodology and figure of merit. This dual-entry
matrix, by the way, automaticaly requires the methods of non-zero-sum game theory.

The generation of the set of target payoff matrices based on the alternate realities that may be
forced on the target by the attacker is illustrated in Figures 4-9. This first step is to generate the set
of alternative courses of action that the target and attacker might use, under all the proposed
perceived realities, shown in Figure 4. The use of the target’ s evaluation method to determine the
dtractiveness of a course of action under the supposed conditions of a perceived redity is illustrated

* Asdiscussed previously, acomplication isthe fact that a given battle or conflict is not truly a zero-sum game, athough
decisions in combat often are. This simple outline is based on the assumption of a mix of zero-sum and non-zero-sum
decisions, depending on by whom and why the decision is made.

12
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Consider a battle staff formulating alternative courses of action and then
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Figure 5. Determination of the Target Payoff Matrix.
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target’s target’s
perceived sira tegy mix ST,
payoff matrix M,

target’s | ) target’s
perceived strategy mix ST,
payoff matrix M,
target’'s | target’s
perceived strategy mix ST,
payoff matrix M,

target’s target’s
perceived strategy mix ST,
payoff matrix M,
target’s | target’s
perceived strategy mix ST,
payoltf matrix M

Figure 8. Determination of the Target's Strategy Mix.

in Figure 5. As mentioned previoudy, if the Stuation cannot be smplified to a single, dominating
factor, the analysis can be run for each factor and the target’s selection gauged on the basis of
whether the course of action desired by the attacker looks attractive to the target according to each

factor. If it does not, the target has an ambiguous choice and the attacker must change the scenario

orrea ity.
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The different courses of action are war gamed, using the target's war-gaming method, under the
conditions pertaining to the perceived dternate views of redity or scenarios chosen by the attacker,
to determine what value the target would assign to a given course of action. The result is a series
of payoff matrices, one for each scenario or perceived redlity.

It seems a this point that the matrix for each percelved redlity must include values assigned to
each course of action in the consolidated list of courses of action across dl perceived redlities. If a
given course of action redly is not appropriate for a given perception of redlity, no harm will be done
as its payoff would be very poor, and its chance of being invoked in a Strategy mix minuscule.

The attacker must then determine the payoff from the attacker’s own point of view. Thisis
illustrated in Figure 6. The attacker strategy mix for each possible perceived reality can then be
determined from the non-zero-sum payoff matrix formed from the perceived values for target and
atacker under that redity. Itisimportant to remember that the target values are based on atarget
style war game under the conditions of the perceived redlity, and the atacker values are generated
by use of an attacker style war game based on the ground truth reality. This process is illustrated in
Figure 7.

The likelihood of atarget staff and commander adopting the desired strategy can then be
estimated, the dternate redlity adjusted if necessary, and the process run again. This determines the
desired form of the alternate redlity, facilitating planning of an integrated information attack with,
for instance, military deception, manipulation of the press, and possibly covert manipulation of
databases. The vaue to the hodtile strategist can then be estimated based on the hostile methodology
for evaluating courses of action, with the difference in the uncontaminated reality vs. the adjusted
redity clearly delineated. Thisisillustrated in Figure 8.

Also illugtrated in Figure 8, a successful analysis can indicate which redlity is most likely to yield
the target’ s adoption of the course of action desired by the attacker. The strategy mix determined
for the target by the target’s analytical methodol ogy indicates the probability of the target actually
adopting a given course of action within that reality. If the desired attacker goal is paraysis, the
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strategy mix should end up with all courses of action having about the same probability, and the
vaue of the game, to the target, appearing realy poor. If the desred god to the attacker is for one
strategy or course of action to be the most likely choice, the strategy mix will indicate a high
probability for that strategy or course of action, and the vaue of the game will be such as to induce
action.

These are likely to be relatively robust as long as the relative outcome between two or more
strategies in a combat simulation or other analytical method is reasonably believable, but less
confidence can be invested in the computed value of the game. The attacker may then use
non-zero-sum game methods to compute the optimum strategy mix, illustrated in Figure 9.

An interesting question poses itsdlf at this point. A reasonable information attack would amost
certainly not be a one-shot deal, amed and fired like an unguided missile. The atacker would very
likely monitor the progress of the attack and continue to feed the preconceptions by a deception
operation or further intrusion, or both. Historically, a least in deception operations, the target has
been fed substantiating information right along. The target will also be systematically looking for
confirmatory information as the operation continues by targeting key aress for reconnaissance, and
50 forth, which should be provided. Whether it is desirable to risk the information attack by further
deception or by continuing access through further intrusions and manipulations is an interesting issue
that is beyond the scope of this report.

6. Further Work-The Next Step

The protocol istried out next. For simplicity, a single means of war-gaming is used. This may
be the manua war game method or use of the Modular, Semi-Automated Forces (ModSAF) mode.
ModSAF is highly desirable, but manipulation of the scenario using ModSAF may not be practical.
The great merit of ModSAF, however, is that the operator can fight a poor battle under the conditions
of ground truth. The poor battle under the ground truth is the battle corresponding to a course of
action that seems desirable under a perceived reality. The difficulty lies in changing the scenario
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enough to obtain different, distinguishable realities. These variations on the basic scenario are
essentid for evauation of the course of action under the presumed conditions of the perceived, but
false, realities imposed on the target during a successful information attack. A useful method may
be to ater the input tables for a key parameter such as trafficability. This aso has the merit of being
the kind of alteration an information attack might exploit.

When the zero-sum payoff matrices are generated, the game will be recast as a linear
programming problem and the matrix solved using any standard linear programming package. The
means of solving the non-zero-sum game is not yet determined. There does not appear to be a
genera solution (Vorob'ev 1971), athough there are approaches that may suffice.” However, the
information and method asymmetry in an information attack may allow for a simplification that
permits a solution.

The norma discusson of non-zero-sum games assumes equa knowledge of the payoff to both
sides, and a common methodology. That is, both are playing the game. In fact, the game is very
different for attacker and target. A successful information attack that channels action will reduce the
freedom of action of the target to one course of action. This will be a I xp game, which should be
easier to analyze. Thisis so because the choice of courses of action by the target is assumed to be
based on zero-sum reasoning; hence, the target choice of action can be easily anayzed. The assumed
reality isalso assumed to be structured so that the choice of courses of action by the target can be
assumed to be degraded to a single choice. Thisyields an attacker payoff matrix with one row. If
it is not, the protocol must be repeated with a different set of scenarios, or percelved redlities, until
the attacker’s choice of target strategies dominates in the target strategy mix. The attacker is then
free to select his or her own strategy based on maximizing gain for the attacker, or inflicting
maximum hurt on the target, or some mix. Note that this essentidly converts the two independent
payoff valuesinto some utility function, resulting in a simple choice of maximizing or minimizing
components of a vector.

* The first try will use the method outlined on pp. 213 and 214 of The Compleat Strategyst (Williams 1954), one of a
RAND series. One assumes hoth sides are playing against a neutral mother nature.
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If the attacker is indifferent to whether the target chooses one or many courses of action, the
problem becomes much moredifficult. The strategies can be examined for strict dominance and an
equilibrium point sought, but the solution is not clear in the generd case. A geometrical approach
may work in some cases*

A further step to aid this analysis might be the construction of a stochastic model of computer
network models. Thiswould describe a net in terms of numbers of elements, type of security, and
known historical probabilities of successful intrusion through poor security practices, etc. Whether
this type of model would be useful is unknown at this time, but it would allow estimation of
likelihood of successful intrusion without the use of detailed engineering models, which is the only
method now available. A generdlization such as this would aso dlow for historical data on factors
such as inadequate training and carelessness, which are difficult to build into an engineering model
but are always present.’

It is proposed that a survey of the various means of evaluating courses of action used by friendly
and possible enemy decision entities (staffs) be conducted, and, if enough information can be
gathered, the result of an information attack be played out for some limited scenario. A sengitivity
analysis should be conducted to determine whether this methodology is indeed robust to
uncertainties expected in realistic cases. Thiswill require ateam approach, the content to be
determined by the elaboration of the demonstration involved.

* This procedure is discussed exhaustively in Games and Decisions (Luce and Raiffa 1957). The geometrical
representation approach mentioned is illustrated on pp. 93ff.

" For example, the choice of passwords can be an obvious weakness. Historically, alarge fraction of passwords are
chosen in such away that they are cracked relatively easily. Thus, some proportion of attempted access might be
assessed as having encountered a password that can be cracked in a shorter time than in other cases. This likelihood
can be also parameterized in terms of the type of net that is attacked: commercia nets might not have password
strength checking routines and password aging; tactical nets aimost certainly will.
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