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Abstract

In this report, a methodology is presented for the integrated analysis of a military weapon
system across all classes of battlefield threats addressed by the Survivability/Lethality Analysis
Directorate (SLAD) of the U.S. Army Research Laboratory (ARL). The target audience for this
report is vulnerability/lethality (V/L) analysts who might participate in such an integrated
analysis. The integrated analysis methodology is based on the V/L taxonomy, which provides
a framework for the analysis of a military system. Available system capability states are mapped
to required mission tasks as described in the military system’s Operational Mode
Summary/Mission Profile (OMS/MP) and then tracked along a discrete time axis, allowing for
both threat sequencing and interthreat synergy on required battlefield performance to be studied
and analyzed. Since the discrete time integrated analysis methodology is a mechanism for
aggregating survivability measures of performance (MOP) and measures of effectiveness (MOE),
the integrated analysis product provides the decision maker with a means to evaluate the overall
impact of battlefield threats on potential combat system effectiveness.
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Executive Summary

Currently, the Survivability/Lethality Analysis Directorate (SLAD) of the U.S. Army
Research Laboratory (ARL) is developing and refining an integrated vulnerability/lethality (V/L)
analysis process for military systems exposed to the full spectrum of battlefield threats, including
chemical/biological, nuclear, and environmental (CBN&E) threats; ballistic threats; and
electronic warfare (EW) threats. This residual capability analysis is implemented through the use
of an analytical process structure, or V/L taxonomy, which was developed for the V/L analysis
of military systems exposed to battlefield threats. The V/L taxonomy clearly defines the
elements of the V/L analysis process as: (1) generation/formation of the threat event (Level 0]),
(2) initial conditions of the threat and the target system (Level 1]), (3) component response
within the system (Level 2]), and (4) final remaining subsystem capability levels (Level 3]).
Within a dynamic V/L process, which includes all battlefield threat/target interaction/response
processes, the state of the system'’s battlefield capabilities can be determined at any instant in
time, based on the states of those critical components that contribute to a specific system
capability. Requirements exist for a methodology that provides both multithreat integration of
component functional metrics (when appropriate), as well as a wide dispersal of initial
threat/target interaction times for various threats within a predetermined window of time
(reflecting a particular mission). The discrete time integrated analysis methodology documented

in this report is such a methodology.
The discrete time integrated analysis methodology is built upon the following processes:

« an O;2 mapping, which maps one or more specific Level 1] threat/target initial conditions
to a Level 2] component functionality metric for all critical components within the
military system under analysis, resulting in a Level 2] state vector (interthreat synergy can

be considered within this process);

+ an integrated O,3 mapping, which maps a Level 2] vector listing the functional states
(with respect to specific threats) of all critical components in the system, where allowed

state values are 0, 1, or u (undetermined), to an integrated Level 3] capability state vector;

ix



» anew mission fitness mapping, which maps a Level 3] capability vector to a vector of
required mission tasks as defined in the system Operational Mode Summary/Mission

Profile (OMS/MP); and

« the discrete time process, which assigns the aforementioned processes (in sequence) to

each of a sequence of discrete time bins within a mission time frame.

Taken together, these processes define the overall discrete time integrated analysis process.

Implementation of the overall analytical process can be executed by using the following

steps:
(1) formulate the mission requirement vector for the system based on information contained
in the OMS/MP and possible additional information from the U.S. Army Training and
Doctrine Command (TRADOC) System Manager (TSM);

(2) formulate a complete set of Level 3] capability metrics;

(3) construct the fitness trees linking the Level 3] weapon system capabilities to the elements

of the mission task requirement vector;

(4) establish a complete set of Level 2] critical components and construct fault trees to map
component damage to the appropriate Level 3] capability states;

(5) determine which threats to be considered within the analysis produce Level 2] and
Level 3] outcomes after interacting with the military system (O 2 or O;,3 mapping);

(6) implement the discrete time analysis structure by setting up time bins within each mission
profile to be addressed; and



(7) determine the nature of the integrated analysis by assembling the relevant threat
profile(s).

After carrying out these last requirements, the analyst should be prepared to execute the

integrated analysis.

To demonstrate the discrete time integrated analysis methodology, two example analyses are

provided:

(1) a simple system described by a four-element capability state vector, with particular focus

on battlefield mobility requirements, and

(2) a generic armored ground system for transportation of troops within the battlefield, where

the system capability vector represents the states of seven on-board subsystems.

In both examples, application of the various processes within the discrete time integrated analysis

methodology is illustrated.

In conclusion, the integrated analysis methodology allows for the effects of threat sequencing
and interthreat synergy on required battlefield performance to be studied and analyzed. The
discrete time analysis process also allows for both permanent component damage and transient
component/subsystem dysfunction types of effects to be addressed. Finally, the integrated
analysis methodology connects the analysis product to required battlefield performance metrics
for a military system, thus providing‘ the decision-maker with a means to evaluate the overall

impact of battlefield threats on potential combat system effectiveness.
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1. Introduction

1.1 Purpose. The purpose of this report is to describe and illustrate, by application, a
methodology for the integrated analysis of a military weapon system across all classes of
battlefield threats addressed by the Survivability/Lethality Analysis Directorate (SLAD) of the
U.S. Army Research Laboratory (ARL). In particular, focus is directed to the integrated analysis
of a ground combat system. The process of discrete time analysis is applied to the battlefield
operation of a ground combat system within a multithreat environment, where operation is
limited to an interval of time matching one or more mission time windows. The analytical output
of this methodology provides the military weapon system evaluator with a unique perspective on

system operation within a multithreat battlefield environment.
1.2 Background.
1.2.1 General.

1.2.1.1 VIL Taxonomy. Currently, SLAD is developing and refining an integrated
vulnerability/lethality (V/L) analysis process for military systems exposed to the full spectrum of
battlefield threats, including chemical/biological, nuclear, and environmental (CBN&E) threats,
ballistic threats, and electronic warfare (EW) threats. This analysis process uses the new and
novel approach of integrating residual operational battlefield capabilities of materials,
components, personnel, and subsystems into a top-level system assessment. This residual
capability analysis is implemented through the use of an analytical process structure, or V/L
taxonomy, which was developed for the V/L analysis of military systems exposed to battlefield
threats (Deitz 1986; Deitz and Ozolins 1989; Deitz et al. 1990; Klopcic, Starks, and Walbert
1992; Walbert 1994; Ruth 1994; Hughes 1995; zum Brunnen 1995). This V/L Taxonomy, which
is really a mathematical framework for V/L analysis developed by the Ballistics and NBC
Division (BND),” SLAD/ARL, clearly defines the elements of the V/L analysis process as:

*The part of BND wherein this work was originally done was formerly known as the Vulnerability/Lethality
Division of the U.S. Army Ballistic Research Laboratory (BRL), which was deactivated on 30 September 1992 and
subsequently became part of ARL on 1 October 1992.
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(1) generation/formation of the threat event, (2) interaction between the threat and the target
system, (3) component response within the system, and (4) final remaining system capability

levels.

Within the context of the V/L taxonomy framework, two critical concepts are defined.

(1) Vulnerability Level: a set of points, where each point represents a vector containing
information on the state of the weapon system under analysis. The number of points in a

particular level is a function of the analytical granularity applied to the weapon system.

(2) Mapping: a function that operates on a point (state vector) in one vulnerability level to
generate a point in the next level. The mapping function itself is an algorithm (or set of
algorithms) that incorporates the physics or engineering of a real-time and real-space
process (such as electromagnetic pulse [EMP] coupling into a cable or chemical-agent
penetration into an enclosure). The mapping operator Onn+1 is defined as the
noninvertible function that maps a point in Level »] to another point or locus of points in

Level n + 1].

Within the context of this report, four separate V/L taxonomy levels are considered: (1)
Level 1], which is the set of all possible threat and weapon system conditions at the time of
initial threat/target interaction; (2) Level 2], which is the set of all possible damaged components
or “subsystem responses” resultant from threat/target interactions; (3) Level 3], which is the set
of all possible residual capabilities of the target weapon system; and (4) Level 4], which is the set
of all possible levels of overall postthreat battlefield utility of the weapon system. These four
levels are then connected through the use of mapping operators, as previously described. Figure 1

illustrates the V/L taxonomy.

Recently, the first integrated V/L analysis of a U.S. Army system was completed through the use
of the analysis methodology described by the V/L taxonomy (Myers, Ruth, and Kunkel in
review). This analysis integrated all threat-specific analyses at Level 3]. Although a truly



Initial

Level 1] Conditions
Oy, Mapping
Damage/
Level 2] Degradation
State
O, ; Mapping
Level 3] Caspg)tglty
| Mission Lo
O, , Mapping
Level 4] B%ttli;f;l;ld

Figure 1. The V/L Taxonomy as Implemented Within the Integrated Analysis Process.




technical integration of threat-specific analyses should occur at Level 2], there are several issues
that must first be addressed. One of these issues is the different nature of Level 2] metrics,
namely the two classes corresponding to (1) component functionality values, which are evaluated
from component damage vectors, and (2) subsystem response values, which are evaluated from
subsystem response vectors. A second issue is the often-complex combination (through the O23
mapping) of these different Level 2] metrics required to produce Level 3] system capability

metrics.

1.2.1.2 Discrete Time VIL Process Structure. The state of a dynamical weapon system at a
given instant can be envisioned as a “snapshot” in time fully describing the system dynamics (in
terms of descriptive parameters) at the sample time. Within a dynamic V/L process, the state of
the system’s battlefield capabilities can be determined at any instant in time, based on the states
of those critical components that contribute to a specific system capability. Figure 2 illustrates
the use of the V/L taxonomy to analyze system-level capabilities as a function of time.

| In the real battlefield, dynamical V/L processes are continuous. The continuum that contains
all V/L process vectors can be discretized into a set of time-sampled states, where each sampling
represents a snapshot in time and the total number of time samplings is limited to a finite
number. In this approach, the discretization of continuous time into a set of intervals or time bins
(which may be either homogeneous or variable) is driven by two factors: (1) the relative time
scales of the system dynamics, including both the threat/target system interaction physics and the
postinteraction subsystem component response, and (2) the analytical granularity that a
threat-specific model imposes upon the system dynamics. In Figure 2, # represents a “snapshot
in time” of V/L processes within the kth time bin. The number of possible states that might
occur at any sample time varies between the different levels of the V/L taxonomy: for Level 1],
the possible states are countably infinite; for Level 2], the number of states is 2" where n is the
number of critical components within the system (assuming binary component metrics); for
Level 3], the number of states is, for a typical ground combat system (Saucier in publication), the

product shown in equation (1):
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Stevel 3= SMobility * SFirepower * STargct Acq * Scommunication * Screw * Sscouts * SCatastrophic Losss (1)

where the term Sx = total number of degraded capability states in the X subsystem within the

ground combat system.

The previous integrated analysis methodology used to analyze the Bradley Linebacker air
defense system (Myers, Ruth, and Kunkel in review; Kunkel and Ruth in publication) used
several assumptions that severely limited the scope of the analysis. In this approach, each
threat-specific analysis was carried out independently from Level 1] to Level 3] of the V/L
taxonomy, with the final “integration” of threat-specific capability metrics at Level 3]. Although
this approach produced the correct capability states at Level 3], information was not presented in
a manner allowing the analyst or system evaluator to compare different threat effects on a
component at Level 2]. In addition, the time bins required for discrete time V/L analysis were set
up to reflect an imprecise nonlinear passage of time; successive time bins were labeled
“seconds,” “minutes,” “hours,” and “days.” Because of this limitation, it was necessary to
assume that all battlefield threats in the analysis commenced interaction with the target system at
the same time £, in order to compare the dynamical effects of different threats. What is required
now is an improved methodology that provides both multithreat integration of component
metrics at Level 2] (when appropriate), as well as a wide dispersal of initial threat/target
interaction (Level 1]) times for various threats within a predetermined window of time (reflecting

a particular mission).

1.2.2 Threat. The methodology presented in this paper addresses the effects of all battlefield
threats on a military weapon system, which include ballistic, nuclear, biological, and chemical
(NBC), nuclear EMP, nuclear blast/thermal wave, initial nuclear radiation (INR),
smoke/obscurants, EW, EMI/EMC (E3), lightning, and information warfare JW) threats.

1.3 Scope. The scope of the methodology described in this paper is summarized by the

following statements.



+ The operational performance requirements for the ground combat system must be
quantitatively specified in a document such as the Operational Mode Summary/Mission
Profile (OMS/MP) for the system under analysis.

 All separate threat-specific system analyses of the ground combat system may be

combined into one common structure.

« All battlefield processes are constrained to a discrete time framework, which is adjustable

according to the dynamics within the threat scenario driving the analysis.

e Only limited interthreat synergy is considered; most threat/system interactions are

considered to be independent from one another.

2. Theory of Discrete Time V/L Processes

In this section, the elements of the improved integrafed analysis methodology are described in

detail, as well as the steps required to implement the methodology within an analysis.

2.1 The Generic Q12 Mapping. The first step in the integrated analysis process is to set up
what happens within a generic time bin at #. The first mapping within this time bin (the Oi,2
mapping) connects one or more specific Level 1] threat/target interaction events to a Level 2]
component functionality metric for all critical components within the system under analysis. -
There are two submappings within the overall O1,2 mapping, namely, the interaction mapping and
the evaluation mapping.* The interaction mapping models the physical interaction between a
threat and the target system, which can result in physically measurable damage to components

within the systcm.T The evaluation mapping then follows the interaction mapping by assigning a

" This two-stage mapping process is based on the similarly named interaction and evaluation modules as
implemented within the Modular UNIX-based Vulnerability Estimation Suite (MUVES) (Murray, Moss, and
Coates, unpublished).

" In this methodology, transient component dysfunction due to electromagnetic (EM) threats is also included under
the rubric of “component damage” even though no physical damage is incurred by the component.

7



component functionality metric to all critical components within the system based on the damage

incurred by a component. Figure 3 illustrates the elements of the generic O;,2 mapping.

In the present methodology, there are two classes of Level 2] component damage metrics:

(1) A fractional remaining functionality (FRF) metric, which follows the positive-logic

convention:

Component Function =0 if component becomes dysfunctional during, and/or after
interaction with a threat, or
=1 if component remains functional during and/or after

interaction with a threat.

(2) A loss of function (LOF) metric, which follows the exact opposite convention (the

negative-logic convention):

Component Dysfunction =0 if component remains functional during and/or after
interaction with a threat, or
=1 if component becomes dysfunctional during and/or after

interaction with a threat.

The positive-logic convention for binary metrics assigns a 1 to represent “positive” or residual
function, while the negative-logic convention assigns a 1 to represent “negative” function or
dysfunction (Kunkel 1995). In the present methodology, the positive-logic convention is

followed for functional metrics, unless otherwise noted.

Since the interaction and evaluation submappings within the overall O;2 mapping are
threat-specific, the completeness of the submapping processes will likely vary from threat to
threat. Because of this, it is necessary to provide mapping paths within the generic O1,2 mapping
to account for incomplete or unavailable processes. These paths are shown explicitly in Figure 3.

If, for a particular threat/target interaction, the interaction mapping is incomplete, then evaluation

8



INITIAL THREAT
CONDITIONS (at the
first point of contact
with the target system)

INTERACTION MAPPING
(physical interaction between
the threat and the target system)

COMPLETE

LEVEL 1) NG "PHYSICAL" COMPONENT DAMAGE
QY@“ (holes in component walls; altered material
é:s‘ properties; burned—out electronic components;
@Cj‘\o“ physiological damage to human components)
O M | DD M M b I ) NOT -
Does threat reach | AVAILABLE [ EVALUATION MAPPING
H and interact with (determine component functionality
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NO COMPLETE

COMPONENT
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DAMAGE STATE
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LEVEL 2)

Figure 3. Elements of the Generic 012 Mapping.



of a component damage state may not be feasible and the mapping path follows the dotted line as

shown in Figure 3) to the round-edged box where one must answer the question:
Does the threat reach and interact with a specific component within the system?

This question is also reached in the mapping process when the interaction mapping is complete
_but the corresponding evaluation mapping is not available. If the answer to the above question is
“no,” then the component functionality is unaffected by the threat, and the FRF state is equal to
1. If, on the other hand, the answer is “yes,” then all that is known about the state of the
component is that it may be dysfunctional; in this case, the component damage state is
“undetermined” and symbolized by a “u.” In the remaining case where both interaction and
evaluation mappings are complete, a measurable component damage state is realizable and the
value is drawn from the value set {0, 1}. Note that, at this stage in the V/L analysis process, the
undetermined component damage state u is really a third type of functional metric that is part of

neither the positive- nor negative-logic conventions.

2.2 The Synergistic O12 Mapping. The mapping processes described in the previous
section assume that separate and independent O; mappings are carried out for each specific
threat within the analysis, with a resulting set of independent threat-specific component damage
metrics. In order to account for possible synergy between two threats, a target description that
reflects and “remembers” possible physical damage from a threat (a target description with
memory) is required. Figure 4 illustrates the processes within a synergistic O12 mapping

involving two threats that are sequential in time.
The processes commence at time 7 when a threat (designated threat no. 1 in Figure 4)
interacts with and possibly damages components within the target. The interaction and

evaluation mappings are carried out relative to threat no. 1, and all resultant component damage

states are mapped into a component damage state vector encompassing all critical components:

¢ (threat no. 1) = [c; (threat no. 1), ¢z (threat no. 1), c3 (threat no. 1), ..., ¢, (threat no. 1)], (2)

10



LEVEL 1] Threat.#l Target Threat #2 Damaged Target

\/ | \/

LEVEL 2]  Damaged Target

l

Damaged Target

l

Component Functionality Component Functionality

Vector resultant
from Threat #1

Vector resultant
from Threat #2

Figure 4. The Synergistic O,,, Mapping.




where ¢, ¢z, €3, ..., C» = component functionality metrics for the n critical components in the
system. The next process involves the interaction of a second threat (designated threat no. 2 in
the Figure 4) with the target at a point in time proceeding the threat no. 1/target interaction time,
which is designated #s in Figure 4" But this second threat/target interaction process now
involves a possibly modified target description reflecting damage from threat no. 1. The
interaction and evaluation mappings are carried out relative to threat no. 2 using this modified

target description, with the resultant component functionality vector
¢ (threat no. 2) = [c; (threat no. 2), c; (threat no. 2), cs (threat no. 2), ..., c» (threat no. 2)1. (3)

The two vectors ¢ (threat no. 1) and c (threat no. 2) are then added together at time # by using

the Boolean AND operation; this operation is described further in section 2.4.

2.3 Threat-Specific Level 2] and Level 3] Metrics. It should be noted at this point that not
all threat-specific interactions with a target system produce component damage metrics, nor do
all threat-specific analyses follow the O12 mapping (described in detail in the next section).
Certain threat/target interactions involve the flow of a resource between electrical/electronic
components, where the flowing resource in question may be either electromagnetic (EM) signals,
electrical currents, or digital information packets. The disruption in flow or “corruption” (i.e.,
additive signal noise or misinformation) of these resources will result in the temporary
dysfunction of a component or subsystem of connected components. In some cases, it is not
feasible to measure these transient effects at the component level but, rather, at the subsystem

platform level through a “hardware-in-the-loop” simulation.

Figure 5 illustrates the suggested V/L taxonomy levels where threat-specific metrics should
be integrated with other threat-specific metrics. In general, ballistic, NBC, nuclear blast/thermal,

and lightning threats result in component damage and are thus integrated at Level 2]; nuclear

* It is also possible that threat no. 1 may occur during the threat no. 2/target interaction, where the duration of threat
no. 1 is much shorter than that of threat no. 2. In this case, the remainder of the threat no. 2/target interaction the
threat no. 1/target interaction is considered within the context of the synergistic O1, mapping. For example, this
situation would arise when a ballistic threat event occurred during the infiltration of a chemical agent into a
battlefield system; the ballistic threat might not damage any critical components but would still alter the target by
puncturing a wall, resulting in increased ingress of the chemical-agent threat.

12
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Figure 5. Suggested V/L Taxonomy Levels Where Threat-Specific Metrics Should Be Integrated With Other Threat-Specific
Metrics.



EMP, INR, electromagnetic interference/electromagnetic compatibility (EMI/EMC), and IW
threats can result in either component damage or resource interruption/corruption but can still be
integrated at Level 2]; finally, smoke/obscurants, electro-optical countermeasures (EOCM), and
mission-oriented protective posture level 4 (MOPP IV) compatibility threats will usually affect
the function of an entire subsystem platform (such as a target acquisition system or a crew
member), and must be integrated at Level 3] since the threat effect directly affects a system
capability rather a single component. The actual integration processes involving the

threat-specific metrics previously described are explained in the next section.

2.4 The Integrated Q23 Mapping. Once threat-specific Level 2] component damage states
have been established for all critical components at time #, a mapping to integrated Level 3]
system capability states may be executed; this is called the integrated O3 mapping. Starting
with a vector listing the functional states of all critical components in the system, where allowed
state values are 0, 1, or u, several logical processes are carried out on the component states in the
vector until a resultant capability state vector at time 7 is produced. The processes within the
integrated O3 mapping are diagrammed in Figure 6.

The first process within the O3 mapping involves the integration of all threat-specific
functionality metrics for a specific component into one net component metric. This basically
involves finding the “weak link” among all threat-specific metrics for a component. For the
positive-logic convention, the weak link can be expressed as the intersection among a set of

independent threat-specific component “activation” events:”
Comp(N) g =( |Comp(HV), , C))
i=1

where Comp(); is the functionality of the Nth critical component during or after exposure to the

ith threat (from a total of n threats), which represents the intersection operation between sets, and

" The threat-specific events are assumed to be independent, in that, there is no physical interaction/coupling between
two Level 1] threat events. However, interthreat synergy is still possible, given that two threats are sequential
intime and target description is dynamic (see section 2.2).
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Comp(N)ner is the net component functionality after integration (i.e., the intersection among all
threat-specific sets of functional metrics relating to Comp()). Evaluation of equation (4) can be

carried out through the logical expression

Comp(N)NeT = Comp(N)1 & Comp(N)2 & Comp(N)3 & ... & Comp(N), , 5)

where the symbol “&” represents the logical AND operation between two metrics. Then
Comp(N)ngr is the minimum value among the threat-specific metrics Comp(N)1, Comp(N)2,
Comp(N)3, ... Comp(N),. Similarly, for the negative-logic convention, the weak link can be
expressed as the union among a set of independent threat-specific component “deactivation”

events

Comp(N er = UComp(N )i ’ (6)

i-1

where the symbol U represents the union operation between sets; this is evaluated through the

logical expression

Comp(N)ner = Comp(V)1 | Comp(N)2 | Comp(N)3 I ... | Comp(N)x , @)

where the symbol “ | ” represents the logical OR operation between two metrics. In this case,
Comp(N)ner is the maximum value among the threat-specific metrics Comp(N)1, Comp(N)z2,
Comp(N)3, ... Comp(N)». Thus, in the example shown in Figure 6, N = 3 (the third of nine
different components within a subsystem/system) and the output of the first process is
Comp(3)ner. If only threat no. 2 causes the component to dysfunction, then:

Comp(3)ner = [Comp(3)1 = 1] & [Comp(3)2 = 0] & [Comp(3)3 = 1] & ...& [Comp(3)» = 1] =0, (8)
following the positive-logic convention, and

Comp(3)neT = [Comp(3); = 0] | [Comp(3)2 = 1] | [Comp(3)3 = 0] | ... | [Comp(3).=0] =1, (9)
16



following the negative-logic convention. In both cases, threat no. 2 is of principal concern to the
analyst since it alone has caused the third critical component in the system to fail (which is

reflected in the metric Comp(3)NeT).

The second process within the O3 mapping involves the evaluation of one or more fault
trees, where a fault tree comprises net component functionality states for all critical components
in combination with logical operators. In Figure 6, the net functionality state for component

no. 3, Comp(3)neT, is input into a fault tree which executes the logical expressions

Caprr = Comp(1)ner & Comp(2)ner & (Comp(3)neT | Comp(4)neT | Comp(S)NET)
& Comp(6)ner & Comp(7)neT & (Comp(8)NET | Comp(9)NET ), (10)

or

Caprr = Comp(1)ner | Comp(2)neT | (Comp(3)neT & Comp(4)ner & Comp(S)NET)
Comp(_6)NE'r | Comp(7)neT | (Comp(8)neT & Comp(9)nET ), 11)

for positive- and negative-logic conventions, respectively. The terms Comp(1)ner, Comp(2)neT,
Comp(3)NET, ..., Comp(8)neT, Comp(9)NET represent the functional states of the first, second,
third, ..., eighth, and ninth components in the fault tree, respectively, after all of the battlefield
threats within the analysis have been applied to the components. The term Caprr represents the
output of the fault tree and is thus submitted to the next process within the integrated O23

mapping. For more information on fault trees, see Appendix A.

The third and final process within the O3 mapping involves the integration of the net
component functional state (the fault-tree output) with a set of threat-specific capability states;
these latter states are the result of threat-specific analyses that directly map from Level 1] to
- Level 3]. This so-called “O;3 mapping” is necessary in situations where a threat will act to
deactivate or functionally degrade a subsystem of components as a unit, such as
hardware-in-the-loop simulations involving EM threats and MOPP IV compatibility effects. As

with the first process previously described, this current process involves finding the weak link

17




among a set of states, which includes Caprr, as well as the previously mentioned threat-specific
capability states resulting from the O13 mapping. For the positive-logic convention, the weak
link can be expressed as the intersection among a set of independent threat-specific capability

activation events:

Cap er =Capnﬂ{ﬁCapi}, (12)

i=n+l

where Cap; is the subsystem/system capability during or after exposure to the ith threat following
the O;3 mapping convention (from a total of m —~ n threats, which follow this convention, thus
making a total of m threats addressed within the integrated analysis), ﬂ represents the
intersection operation between sets and Capner is the net subsystem/system capability after

integration. Evaluation of equation (12) can be carried out through the logical expression
Capner = Caprr & Capns1 & Capni2 & Capnss & ... & Capm. (13)

Similarly, for the negative-logic convention, the weak link can be expressed as the union among

a set of independent threat-specific capability “deactivation” events:

Cap ey =Caan{0Capi}, (14)

i=n+1

where U, again, represents the union operation between sets; this is evaluated through the logical

expression
Capner = Caprr | Caprs1 | Caprsz | Caprss | ... | Capm. (15)

Again, referring back to the example shown in Figure 6, if, instead of threat no. 2 failing

component no. 3, threat n + 2 causes the capability to deactivate through the O;,3 mapping, then:

Capner = [Caprr= 1] & [Capn+1 = 1] & [Capni2 =0] & [Capniz=1] & ..& [Capn=1]1=0, (16)
18
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following the positive-logic convention, and
' Capner = [Caprr= 0] | [Capn+1 = 0] | [Capns2 = 1] | [Capnsz = 0] ..l [Cap.=0] =1, (17)

following the negative-logic convention. In both cases, the system capability has been lost after

analyzing the effects of all of the battlefield threats considered within the integrated analysis.

It is important to note, at this point, that the integrated capability state, Capner, in
equation (12) reflects the situation where a Level 3] degraded capability state can be reached by
following either the standard Oi2 and O3 mappings (where component-level dysfunction is
assessed) or the O;3 mapping (where subsystem-level dysfunction is directly assessed). In
addition to states such as Capner, there may be other Level 3] degraded capability states that are
not based on fault trees and thus arise solely from a threat-specific O1,3 mapping. An example of
such a capability state might be a target acquisition state (where acquisition range is limited by
the presence of a smoke/obscurant threat); this degradation to subsystem capability is not
traceable to any kind of component-level damage but rather to an attenuated acquisition signal.
In general, the O3 mapping can generate Level 3] capability states that also arise out of fault

trees (within the O,,3 mapping), as well as other states that are unique to the Oy,3 mapping.

The integrated O3 mapping (which is really an integrated O1,/023 mapping combination)
within time bin # is completed when the aforementioned three processes are executed for all
critical components within the weapon system under analysis and a complete Level 3] capability
state vector has been determined. Since it has been established within the context of this
methodology that some of the threat-specific Level 2] component damage metrics (as well as
certain threat-specific Level 3] capability metrics) may be in the undetermined (u) state, the
standard Boolean operations on binary states must be extended to address logical operations on
the set {0, 1, u}. This can be done through the application of a trinary system of logical
operations developed by Lukasiewicz (Borkowski and Slupecki 1958). For more information on
the Lukasiewicz trinary logic, see Appendix B.
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2.5 The Mission Fitness Mapping. Once the Level 3] capability state vector has been
determined, a final mapping process can be executed in order to evaluate the fitness or battlefield
readiness of a weapon system at a point in time. To illustrate this process, consider a simple

generic Level 3] capability state vector of the form

M (Mobility )
F (Firepower )

X (Communication )|’
C (Personnel)

C= (18)

where each of the four metrics in this vector represent the state of availability of a battlefield
capability in an ground combat system at a point in time. In this simple example, the
hypothetical ground combat system can only move/not move, fire/not fire, communicate/not
communicate, and maintain functional/dysfunctional personnel. Using these four binary metrics,
the operational state of the ground combat system can always be represented by one of 2*=16
possible binary state vectors. If a third undetermined state is added to extend the set of allowable
metric states to {0, 1, u}, then the cardinality of the Level 3] space is also extended from
16 to 3*= 81 possible state vectors.

Once an allowable set of Level 3] capability state vectors is established, a second set of state
vectors is formulated in order to represent the operational functions required of the system in the
battlefield. The required mission task vector or requirement vector R is thus defined as a set of
metrics representing the various battlefield operations required of the weapon system within a
specific type of mission. The elements within a requirement vector are based on the required
system operations as specified in a military performance requirements document such as the
system’s OMS/MP, which is typically included as part of the system’s Operational Requirements
Document (ORD). To continue the previously stated example, the capability state vector in

equation (18) is mapped into the following requirement vector:

20



M (Mobility )
F (Firepower ) R,
Pl =R (19)
X (Communication )
C(Personnel) ?

where Ri1, Rz, and R; are the requirement metrics for the system in the battlefield. If the crew
capability C is expanded to include the three specific crew members Ceomm = commander,

Criver= driver, and Cgunner = gunner, then the three requirements can be defined as

Ri =M & Cariver — battlefield mobility requirement, (202)
Ry=F & Caguner — battlefield firepower requirement, and (20b)
R3=X & Cecomm — battlefield communication requirement, (20c)

following the positive-logic convention, and

R1 =M | Cariver — battlefield mobility requirement, (21a)
R = F | Cgupner — battlefield firepower requirement, and (21b)
R3 = X | Ceomm — battlefield communication requirement, (21c)

following the negative-logic convention. It is fairly straightforward to reason that each of the
three requirements in turn requires both a hardware platform capability and a crew member in
order to function, where each crew member is trained to perform a specific function (this
example assumes no cross-training). Thus, the requirement vector is just a logical extension of
the system capability state vector that can be evaluated by using logical expressions similar to
those in equations (20) and (21).*

*
The requirement vector is not the results of a force-on-force analysis but could serve as an input into such a
process.
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The logical constructs represented by the previous equations are referred to as fitness trees
within the context of this methodology, where a fitness tree maps Level 3] system capability
metrics to requirement metrics as specified in the system OMS/MP. The logical operations
within a fitness tree can include both the standard AND, OR, and NOT operators as well as
conditional logic statements (as is illustrated in section 4.2). Figure 7 illustrates the fitness trees
for the logical expressions in equations 20 and 21. Fitness trees are similar to fault trees, except
that the latter are utilized within the O3 mapping, while the former are limited to use within the

mission fitness mapping.

It should be noted that the requirement states Ri, Rz, and Rs are different from system
capability states in that the former are based on an operational performance standard (OMS/MP),
while the latter emerge from system engineering-based design. Thus, the requirement states rate
the mission fitness or battlefield readiness of the weapon system to perform required operations
based on the Level 3] capability states. To illustrate this concept, let us return to the example of
the ground combat system. Assume that a ballistic threat has disabled the mobility hardware
platform (M) and a transient EM threat has coupled into the communication hardware/software
platform (X); however, further assume that the effects of the EM threat on communication system
functionality cannot be presently measured, only estimated. Then, following the positive-logic

convention,

Ry =[M =0] & [Casiver = 1] =0, (22a)
R2=[F=1) & [Cgumer = 1] = 1, and (22b)
Rs=[X =u] & [Ceomm = 1] =1, (22¢)

and, following the negative-logic convention,

Ri=[M=1]1[Cuive =0] =11, (23a)
Ry =[F = 0] | [Cgunner=0] = 0, and (23b)
R3=[X=u} | [Ceomm = 0] =u. (23c)
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Thus, the ground combat system (1) cannot fulfill its battlefield mobility requirement, (2) can
fulfill its battlefield firepower requirement, and (3) may fail to fulfill its battlefield
communication requirement. The weapon system evaluator might think of these metrics in terms
of indicative colors: (1) red (No Go/Fail), (2) green (Go), and (3) yellow (Warning). It is
interesting to also note that the u state will emerge regardless of whether the positive- or

negative-logic convention is followed.

2.6 The Discrete Time Analysis Process. In section 1.2.1.2, the discrete time V/L process
structure was introduced. Once all of the required V/L mapping processes (from Level 1] to the
requirement vector) have been executed for a time bin, the resultant system functional
information must be placed within the framework of a dynamical system. This is done by
executing the V/L mapping processes within each time bin of the discrete time V/L process
structure. In this section, the steps involved in setting up the discrete time V/L process structure

and running the discrete time analysis are described.

First of all, the discrete time axis must be configured. This basically involves three
steps: (1) establish the duration of a discrete time bin, which should be adjustable according to
the threat scenario(s) considered within the analysis; (2) establish the length of the time axis to
match that of a particular mission proﬁle,* as described in the weapon system’s OMS/MP; and
(3) discretize the time scale into a sequence of time bins of equal length. Figure 8 shows a
typical discrete time axis; if the length of a mission (mission time frame) is equal to T, and there
are m time bins within the mission time frame, then the length of a time bin is equal to T/m. In
step (1), the length of a time bin should reflect the time scale of the most dynamic threat
addressed within the analysis; this is typically some form of EM threat. Unfortunately, the time
duration of a pulsed EM threat is typically << 1 s, and the duty cycle (on/off cycle) of an
intermittent EM threat (or other intermittent threat, such as a smoke/obscurant, which affects EM
signal transmission/reception by the weapon system) may also be on the order of 1 s or less. To

amplify the complexity of this problem, intermittent threats often do not result in any permanent

" A mission profile is a table identifying the tasks, number of occurrences of each task, and task duration associated
with a particular mission. For an example, see Appendix C.
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Figure 8. Layout of a Typical Discrete Time Axis.



damage to components, so that component and/or subsystem functionality is restored once the

threat is removed.

Because these intermittent threats (and their resultant effects on component and/or subsystem
functionality) may vary greatly over a fixed-length time bin, the component/subsystem functional

history within the time bin is compressed into a time-averaged state, which can be written as

(State) . This time-averaged state is mathematically defined as

T
.[ State(t )dt , 249

2741

(State) =

where State(t) = component or subsystem functionality state at time ¢, T} = initial time within a

time bin, and 7> = final time within a time bin. This equation assumes that time is continuous
within a time bin. In general, the value of (State) will usually lie between 0 and 1, provided that

(1) a threat is present and interacting with the target system and (2) the time bin is large

compared to the response transient of the component.

As an example, consider an obscurant interacting with an optical sensor during a
hardware-in-the-loop simulation. Let us assume that a receiver/data processing subsystem
samples the output signal from the sensor once a second (sampling frequency = 1 Hz) and the
function of the subsystem is to provide electro-optical lock-on to a target (i.e., a target acquisition
capability). Due to the dynamics of the obscurant cloud, the output signal from the sensor will
fluctuate up and down on a second-by-second time scale, resulting in a lock/no lock condition

which also varies on a second-by-second time scale. Thus, the time-averaged target acquisition

capability state (measured directly in the simulation) (State) Target Acq fOr @ time bin will be

_ Total number of positive lock-on states withinthe time bin
Target Acq Total number of seconds withinthe time bin |

(State) (25)
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For instance, if the length of a time bin is 60 s (1 min) and there are 45 positive occurrences of
target lock-on during that time bin, then (State) Target Acq = 0.75 (following the positive-logic

convention) or 0.25 (following the negative-logic convention).

After the discrete time axis is configured, the next step is to define the Level 1] threat events,
which are assumed to occur within the mission time frame. A threat profile is thus defined as a
history of Level 1] threat events as they are assigned to specific time bins within a mission time
frame.” Threat profiles may be either predetermined or stochastic (i.e., a probability of threat
occurrence is first assigned to each time bin, then multiple-trial Monte Carlo sampling is engaged

to generate the profiles).

The final step is to actually run the discrete time analysis. The processes involved in this step
are contingent on the nature of the threat profile. If a predetermined threat profile is used, the
analysis process (illustrated in Figure 9) applies the given Level 1] threat events for each time bin
to generate a requirement state vector. Multiple threat profiles are created by varying the
sequencing of threats throughout the mission time frame. If, on the other hand, a stochastic
threat profile is used, the analysis process (illustrated in Figure 10) applies Monte Carlo sampling
within each time bin to determine whether or not specific Level 1] threat events occur; a
requirement state vector is generated for each time bin based on Level 1] threat events. In
general, the greater the number of threats addressed within a stochastic threat profile, the more
simulation trials are require& in order to produce meaningful statistics’. In both the
predetermined and stochastic approaches, the histories of the metrics within a requirement state
vector (for a single simulation run or trial) are called fitness profiles, in that, they describe the
fitness or battlefield readiness of a weapon system to perform a required mission task at any point

of time within a mission time frame.

¥ Since, in a discrete time simulation, a system can only change state by advancing into a proceeding time bin, threat
events assigned to a time bin will act to change the system state at the start of the time bin (assuming threat effects
are “instantaneous”). If there is a characteristic delay time between threat/target interaction and the manifestation
of damage, then the delay count commences at the start of the time bin.

' Unfortunately, the number of required simulation trials can quickly approach an impractical limit as the number of
time bins within a mission and number of threat events are increased. For example, if an analysis requires m time
bins and n different threat events, then, assuming that a threat event can occur only once with a threat profile, the
number of possible threat event sequences is equal to m”".
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It is worthwhile at this point to distinguish between mission and fitness profiles. A mission
profile defines the execution time for all required mission tasks, as well as the number of
occurrences of each task within the mission time frame. A fitness profile defines the dynamic
available capability state of a military system with respect to fulfilling a specific required mission
task across a mission time frame; it makes no indication as to if or when a required mission task
should be executed but, rather, whether that task can be executed at all, given a command
decision to do so. The only information required from a mission profile to construct relevant
fitness profiles is a list of the required mission tasks and the total calendar tinie defining the

mission time frame (for more information on mission profiles, see Appendix C).

2.7 Time Series Analysis of the Requirement Vector. Once the history of the requirement
state vector has been established for all of the threat profiles in the analysis, some techniques of
time series analysis may be applied to the simulation data. In this section, two data-averaging

vectors are introduced to facilitate the time series analysis of the requirement vector.

The first equation represents the time-averaged fitness of a requirement metric for one

specific threat profile. For a requirement vector containing » different requirement metrics,
R=(R,R,,R;,..R,....R,), (26)

and a mission time frame discretizes into m time bins, the time-averaged requirement vector

produced by one specific threat profile is
<ﬁ> = «Rl >’<R2 >’<R3 >""’(Rk >’""<Rn )), (27a)

where

(R,) =-1”;* YR, ) (27b)

t=1
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and Ri(?) is the value of the kth requirement metric at time . The metric (Rk> is basically equal

to the total amount of time within a mission time frame where a system is capable of fulfilling

the kth requirement divided by the total mission time for one specific threat profile. Thus, the

elements of the vector <I_é> are the time fractions that a particular requirement metric is available

(positive-logic convention) or unavailable (negative-logic convention) to carry out the related

operational task.

The second data-averaging vector calculates the average fitness of a requirement metric
across all threat profiles for one specific time bin. For the requirement vector expressed in
equation (26) and a mission time frame discretized into m time bins, the average fitness profile

across L different threat profiles for the kth requirement metric (see equation [26]) is
R, = (R—k @) R, @) R, (). R ). R, )) (282)

where

R, (ti)=%* i[Rk @), . (28b)

Jj=l

and [Ri(%)]; is the value of the kth requirement in the ith time bin for the jth threat profile. The
metric R, (¢, )is basically equal to the number of threat profiles where a system is fit to fulfill the
kth requirement within the ith time bin divided by the total number of threat profiles. Thus, the

average fitness profile for a particular requirement metric (Eequi,m,,,) describes the average

availability (or probability of availability for stochastic analyses) of system capabilities needed to

fulfill the associated requirement across a mission time frame.
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3. Implementation

The actual integrated analysis of a weapon system is conducted through the implementation
(Figure 11) of the various processes described in section 2. The first step is to formulate the
requirement vector for the system based on information contained in the OMS/MP and possible
additional information from the U.S. Army Training and Doctrine Command (TRADOC) System
Manager (TSM). Typically, the OMS/MP will contain a list of “system tasks/events” for each
specific Mission Profile of concern; these “system tasks/events” are operational battlefield
requirements of the weapon system and thus can be interpreted as the elements of the
requirement vector. In addition, the TSM may specify certain of these “system tasks/events” as

mission critical, meaning that loss of any one of them will result in mission abort.

After the requirement vector is constructed, a complete set of Level 3] capability metrics
must be formulated, which then are used to build fitness trees that map these capability metrics to
elements of the requirement vector. Following the approach described by Saucier (in
publication), the capability state vector for the weapon system is comprised of one state from
each of the subsystems contained within the main system, which for an ground combat system
will include mobility, firepower, communication, target acquisition, crew, passengers, and
catastrophic kill.” It is also important that the states within each subsystem be mutually exclusive

and exhaustive (for more information on this concept, see Saucier, [in publication]).

The next step is to construct the fitness trees linking the Level 3] weapon system capabilities
to the elements of the requirement vector. As mentioned in section 2.5, the elements of these
fitness trees will generally involve the crew subsystem in conjunction with one or more other
subsystems. In addition, there may also be conditional statements contained within the fitness
tree, where the truth (or falsehood) of a statement determines its logical value. Finally, the
construction of these fitness trees should be guided by input from an expert in the operational
deployment of the weapon system, such as the TSM.

*Catastrophic kill can be interpreted as a mission-abort condition, since all subsystems within the weapon system
will be dysfunctional when catastrophic kill = 1 (negative-logic convention).
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After the mission fitness mapping is constructed (as described in the preceding paragraphs), a
complete set of Level 2] component damage metrics must be established and fault trees
constructed to map these component damage metrics to the appropriate Level 3] capability states.
If the Level 3] metrics are formulated so that they are mutually exclusive and exhaustive, then
each Level 2] component damage metric is mapped to one and only one Level 3] state.
Identification of the critical components in the weapon system and the fault trees built from the
correlated component damage metrics should be guided by an expert in the functional design of

the system.

Once the elements of the integrated analysis structure have been set up (Figure 11), there are

several last steps that must be carried out before starting the analysis.

o A determination must be made as to which threats to be considered within the analysis
produce Level 2] metrics and which produce Level 3] metrics when interacting with the

target system (see section 2.3).

 The discrete time analysis structure must be implemented by setting up time bins within

each mission profile to be addressed (see section 2.6).

o The analyst must determine the nature of the integrated analysis (deterministic or

stochastic), then assemble the relevant threat profile(s) (see section 2.6).

After carrying out these last requirements, the analyst should be prepared to execute the
integrated analysis.

4. Example Applications

4.1 A Simple System With Four Capability Metrics. In the first example, a simple system
described by the four-element capability state vector in equation (18) is considered, with
particular focus on the battlefield mobility requirement as described in equation (20a). This

requirement is derived by the application of the mobility hardware capability in conjunction with
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a crew member to function as a driver, and may thus be determined by combining the fault trees
for the mobility and crew capabilities into one fitness tree representing the battlefield mobility
requirement. This effectively combines the O23 and mission fitness mappings into one process.
Figure 12 illustrates the structure of this combined fault/fitness tree and the initial component
functional states at the start of a simulated mission time frame (time = 0). The top and middle
portions of the tree define the mobility hardware platform, with redundancy in the braking and
fuel-supply components; the bottom of the tree defines the required driver capability. It is
assumed in this example that each crew member is trained to perform one specific function
(commander, gunner, or driver), so that only one crew member may function as the driver of the
combat system. Finally, to the right is a block indicating the logical output of the tree, which is
the state of the mobile transport requirement. In this example, the positive-logic convention is

followed, so that all initial component functional states are equal to 1.

Next, time is assumed to evolve forward and the state of the mobile transport requirement is
evaluated after 30 min of mission time have passed (time = 30 min). Figure 13 illustrates the
component and MOPP states within the combined fault/fitness tree at this point in time. Two
different threats are assumed to have occurred or are occurring during this 30-min period of time.
First, a ballistic threat has penetrated the driver’s compartment within the ground combat system
and subsequently destroyed the hand brake, so that component is now permanently dysfunctional
(hand brake = 0). However, the braking function is still maintained due to redundancy in the
foot brake. The second threat is assumed to be a high-power microwave (HPM) signal that is
applied to the ground combat system for an extended (but finite) period of time; the time
= 30 min sampling point (Figure 13) falls within the HPM signal time window. It is further
assumed that the HPM signal can couple into the engine compartment of the ground combat
system and temporarily disrupt the function of the fuel computer within the transmission
subsystem. However, the actual response of the fuel computer to the HPM signal is unknown
(due to lack of test data), but threat conditions exist so that a transient current can couple into the
computer and possibly disrupt component function, so that transmission = u. The net result of

these threat-induced processes is a possible loss of the requirement (mobile transport = u).
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Figure 12 After 60 min of Mission Time Have Elapsed.
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The third and final point of time where the system state is sampled is 60 min into the mission
(time = 60 min), as illustrated in Figure 14. To start with, it is important to note that the HPM
threat has now terminated and the transmission thus reverts back to full functionality.' There is,
however, one new threat event that has occurred since the last sample time: a ballistic threat has
penetrated the crew compartment of the ground combat system and severely wounded the driver,
rendering him incapacitated. Then, the final state of the mobile transport requirement (mobile
transport = 0) indicates that there is insufficient available system capability to execute the mobile

transport task.

The main point of this first example is to illustrate the manner in which component
functional states can change over time due to the ground combat system’s local threat
environment and thus change the fitness (or battlefield readiness) state of the mobile transport
requirement. It is clearly shown in this example that the ability of the system to execute the
required mission task changes as a function of component damage states, which themselves are
functions of the threat profile. In a more realistic integrated analysis, (1) there are considerably
more than four degraded-state (DS) metrics in the Level 3] capability state vector, (2) more
sampling times to assess the system state are required, and (3) threat profiles consisting of
multiple sequencing combinations of threat events (or multiple trials involving Monte Carlo
sampling of threat-event occurrence probabilities per time bin for stochastic analysis) are also

required. These issues are addressed in the next example.
4.2 Ground Combat System for Troop Transport.

4.2.1 Binary-State Analysis. In the second example, a generic ground combat system for
transportation of troops within the battlefield is considered, where all functional metrics are
limited to the binary states {0, 1}. As described by Saucier (in publication), the ground combat
system can be represented in an operational sense as a set of seven on-board subsystems. These

subsystems are identified as:

*If the HPM threat were strong enough to possibly burn out the fuel computer, assumed in the next example, then
the transmission would remain in the undetermined functional state u for the remainder of the mission.
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e M =mobility,

o F =firepower,

» A =acquisition,

+ X =communication,

o (C=crew,

» P =passengers, and

¢ K = catastrophic.

Each of these subsystems is represented by a specific Level 3] capability metric. Following the
Degraded-States Vulnerability Methodology (DSVM) (Roach 1993; 1996), each subsystem in the
aforementioned set may be in one and only one state at a point in time; these subsystem states are
enumerated in Table 1. Each of these subsystem states is evaluated through a fault tree. Finally,
the subsystem states are mutually exclusive and exhaustive; for the generic ground combat
system described by the subsystem states in Table 1, thereare 7* 21 * 4 * 6 * 4 * 3 * 2 = 84, 672
distinct DS vectors (where a generic DS vector is of the form [Mm, Fy, Aa, Xx, Cc, Pp , Ki], and
m=0,1,2,3,4,5,6;f=0,1,2,3,..,20;a=0,1,2,3;x=0,1,2,3,4,5;¢c=0,1,2,3; p=0, 1,
2;and k=0, 1).

Following the methodology described in section 2, each of the ground combat system’s DS

vectors can be mapped into a distinct requirement vector. Suppose that the requirement vector

R, as shown in Figure 15, describes the 12 different requirements or operations that the ground
combat system can perform in the battlefield. Note that these requirements are basically logical
combinations of the different hardware subsystem capabilities with one or more crew members
(as in the simple example presented in sections 2.5 and 4.1). Then a process can be designed to

map a DS vector into a unique requirement vector:
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Table 1. Degraded Subsystem States for a Generic Ground Combat System (Based on
Information From Comstock [1991] and Saucier [in publication])

Moblllty Subsystem (7 States) l Target Acquisition Subsystem (4 States)

Full Acquisition (No Damage)
Reduced Acquisition Capability
Loss of Acquire on the Move

Mo, | Full Mobility (No Damage)
M; | Maximum Speed Reduced to

80% of Full Mobility AL and Ag i
M, | Maximum Speed Reduced to

30% of Full Mobility I Communication Subsystem (6 States)
M; | Stop After Time ¢

My | Total Immobilization
Ms | M; & M3
Mg | M2 & M3

Firepower Subsystem (21 States) |

Fo | Full Firepower (No Damage)
F1 | Loss of Main Armament

F> | Unable to Fire on the Move

Fs; | Increased Time to Fire
(Reducing Firing Frequency)
F4 | Reduced Delivery Accuracy
Fs | Loss of Secondary Armament
Fs | Loss of Tertiary Armament

F7; | Fiand Fs

Full Communication (No Damage)
X; | No External Communication >500 ft
X, | No External Communication <500 ft
X3 | No Internal Communication

Xj and X3

X2 and X3

All Crew Functional
One Crew Member Incapacitated
Two Crew Members Incapacitated
Three Crew Members Incapacitated

Fs | F1and Fs
Fo | F,and Fs
Fio | Foand Fs
Fi1 | Foand Fs
Fi2 | Fzand Fs
Fi3 | Fsand Fs
Fi4 | Fsand Fg
Fis | Fsand Fs
Fis | F1 and Fs and Fg
F17 | F2and Fs and Fs
Fis | F2and F; and Fg
F> and F4 and Fg
F, and F; and F4 and Fg

Po
P;
P,
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All Passengers Functional
One Passenger Incapacitated
Two Passengers Incapacitated




R, = Mobile Protected Transport of Infantry —
Road March

R, = Mobile Protected Transport of Infantry —
Tactical

R, = Mobile Protected Transport of Infantry —
Overwatch |

R, = Primary Firepower

i R, = Secondary Firepower

e
|

= Tertiary Firepower
R, = Range Acquisition
R, = Position Acquisition
R, = Search for Target
R,, = Target Acquis.ition
R,, = Target Confirmation

R,, = Interrogation Response

Figure 15. The Requirement Vector for the Ground Combat System Example.
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Each of the requirement metrics in the right-hand-side vector of equation (29) is based on the
combined state of the crew subsystem and one other subsystem within the ground combat system.
The requirement state vector for the ground combat system, shown in Figure 15, is assumed to be
derived from the operational requirements for the ground combat system as specified in the
weapon system’s OMS/MP. Each of the 12 elements in the vector can be constructed by logical
combinations of the Level 3] DS enumerated in Table 1 together with certain conditional logic
statements; both kinds of logical metrics are then combined in fitness trees to yield the elements
of the requirement vector. In this example, special focus is directed on two of the battlefield
mobility elements of the requirement vector, which specifically are R; (mobile protected
transport of infantry on a road march) and R» (mobile protected transport of infantry in a tactical

environment).

Given the seven Mobility subsystem states described in Table 1, R; and R> can be evaluated
by the fitness trees shown in Figures '16(a) and (b), respectively. These are constructed of both
Level 3] capability metrics and a conditional logic metric; the fault trees representing these Level
3] metrics are shown in Figures 17-21. In both the fault and fitness trees, the negative-logic
convention is followed; however, the outputs of the fitness trees (requirement metrics) are
converted into positive-logic metrics through the binary inversion operator, which is
symbolically represented at the bottom of the fitness trees in Figures 16(a) and (b). In essence,
the fitness trees define the many ways that the mobile transport requirement can be deactivated.
In this sense, the conditional logic statements within the fitness trees work the same way as
capability metrics, in that they must be true (=1) in order for the fitness tree to evaluate to 1.
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Figure 17. Fault Tree for the Mobility Subsystem DS M>: Maximum Speed Reduced to
30% of Full Mobility (Adapted From Comstock [1991] and Kinsler [1989]).
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Fuel System

Transmission System
Engine Lubrication

Figure 18. Fault Tree for the Mobility Subsystem DS Ms: Stop After Time ¢ (From Kinsler
[1989]).

For the purposes of this example, any level of functionality (other than total dysfunction)
within the mobility subsystem is deemed acceptable to fulfill the mobile protected transport
requirement (i.e., Ry = 1 and Rz = 1). This point is illustrated in Figure 22, which indicates the
range in capability degradation for which the level of the mobile protected transport requirement
is equal to 1. In Figure 22, the plot shows the increasing level of available mobility subsystem
capability along the horizontal axis and the corresponding ability of the ground system to fulfill
the requirements R; and R» along the vertical axis. Thus, the requirements may be fulfilled as
long as the available capability is at least equal to the minimum threshold level as indicated in

Figure 22.

It is important that the reader understand the difference between the two fitness trees shown
in Figures 16(a) and (b). The fitness tree for the requirement metric R; (Figure 16[a]) represents

the logical statement
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Figure 19. Fault Tree for the Mobility Subsystem DS Mj: Total Immobilization (From
Kinsler [1989]).
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Crew Member #1 Crew Member #2 | | Crew Member #3

Figure 20. Fault Tree for the Crew Subsystem DS Cis: Three Crew Members
Incapacitated (From Kinsler [1989]).

R =M, M, &{time(M,)=1}]1C, 1K, > (30)
which, if false (R = 0), means that at least one of the following conditions is true:
(1) the ground system is totally immobilized (Ma);
(2) the ground system will cease to move after an amount of time ¢ passes (M3) and an
amount of time ¢ (or more) has indeed passed since the system entered this state

(time(M3) > ¢t);

(3) all three crew members are incapacitated, leaving no one available to drive the ground

system (C3);

(4) the entire ground system has been destroyed (and is thus totally dysfunctional) due to a
catastrophic kill (Ki).
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Figure 21. Fault Tree for the Catastrophic Loss DS K;: K-Kill (From Kinsler [1989]).
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Any one of these conditions is sufficient to deactivate the requirement metric R;. Similarly, the

fitness tree for the requirement metric R2 (Figure 16(b)) represents the logical statement

R, =M, M |[M, &{time(M,)>1}] IC, IK, > 3D

which, if false, means that, in addition to the conditions described in equation (30), a fifth
deactivation condition can exist where the maximum ground combat system speed is 30% of the
maximum speed available from an undegraded system (M2). This assumes that the ground
system is unfit to perform the requirement Rz, which requires it to move troops in a tactical
environment, when the maximum speed is reduced by 70%. The fitness tree for R: is partially
based upon operational judgment and must thus be constructed using input from a qualified
expert in the area of ground combat system operations (such as the system TSM). Ten different
threat profiles, or 10 different time-ordered sequences of Level 1] threat events, are designed as
input conditions. Each of these profiles is predetermined and constructed from four different

threat-specific Level 1] events/Level 2] states as follows.

« Ballistic threat event no. 1 (B1): an exploding munition blasts a hole into the ground

system armor and damages the turbocharger, resulting in component dysfunction.

« Ballistic threat event no. 2 (B2): a kinetic energy (KE) penetrator punctures through the

body armor and then damages the radiator system, resulting in component dysfunction.

« EM threat event (E): an HPM pulse that burns out the fuel computer embedded within
the fuel system component, resulting in component dysfunction. Threat E can couple into
the interior of the ground system only if ballistic threat B1 has previously occurred to
rupture the EM shielding integrity of the ground system armor near the engine
compartment.
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« Chemical threat event (C): a chemical-agent cloud infiltrates into the ground system
through the ventilation ducts and damages the rubber gaskets within the engine power

component after 12 hr of exposure, resulting in component dysfunction.
These threat events are constrained to each occur once within the time frame of a 24-hr mission.

Before setting up the different threat profiles for this example, it is useful to examine how
each of the aforementioned four Level 1] threat events affects the requirement metrics Ry and R».
In order to do this, component damage states are first input into the relevant fault trees to produce
capability metrics, which are then in turn input into the fitness trees shown in Figures 16(a)
and (b). In this case, the negative-logic convention is followed. Thus, the following mappings

are made for the four Level 1] threat events.

« Event Bl generates the component damage state turbocharger = 1, which is input into the
fault tree shown in Figure 17; the fault-tree output is the capability state M2 = 1. Then
this capability state is input into the fitness trees in Figures 16(a) and (b) to produce the

requirement metrics R = 1 and Rz = 0, respectively.

» Event B2 generates the component dalhage state radiator system = 1, which is input into
the fault tree shown in Figure 18; the fault-tree output is the capability state M3 = 1.
Then this capability state is input into the fitness trees in Figures 16(a) and (b) to produce
the requirement metrics Ry = 0 and R; = 0, respectively, only after 1 hr of time has

elapsed since the occurrence of event B2.

» Event E generates the component damage state fuel system = 1 (given that event B1 has
previously occurred), which is input into the fault-tree shown in Figure 19; the fault-tree
output is the capability state M4 = 1. Then this capability state is input into the fitness
trees in Figures 16(a) and (b) to produce the requirement metrics R =0 and R2=0, .

« Event C generates the component damage state engine power = 1, which is input into the

fault tree shown in Figure 19; the fault tree output is the capability state
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M4 = 1. Then this capability state is input into the fitness trees in Figures 16(a) and (b) to

produce the requirement metrics R; = 0 and R» = 0, respectively.

Table 2 summarizes these threat-event-specific effects, where each of the four threat events is
considered to occur separately, as well as in conjunction. The first four columns in Table 2 list
whether a threat event occurs (represented by a 1) or does not occur (represented by a 0) at some
arbitrary point in time; note that anywhere from O to 4 threat events may occur at this point. The
last two columns in Table 2 represent the states of R; and R», given that the threat events listed in
that table row have occurred. For the purposes of the table, enough time is assumed to have
passed so that all threat-induced degradation to system capabilities have manifested (and in turn
degraded requirement levels), so that the states of R; and R; reflect the minimum possible levels
of available system capability to meet a requirement, given thata set of threat events has
occurred. In this case, since no interthreat synergy is assumed, the only threat with no effect on
both R; and R; is the EM threat event E, while the ballistic threat event B1 only deactivates

requirement metric R».

In order to simplify the dynamics within this example, each of the Level 1] threat events
described above is constrained to begin at one of four different points of time, namely, 0, 6, 12,
and 18 hours after the mission commences. Note that threat events Bl, B2, and E may be
modeled as “instantaneous” events, so that the entire event occurs at one of the above five points
of time, whereas threat event C will unfold over a window of time measured from the
commencement of the event. It is further assumed that any number of different threat events
from O to 4 can occur at each of the four allowed points of time within the mission time frame
(provided that the single occurrence of a threat event constraint described in the previous

paragraph is observed). Table 3 describes the 10 threat profiles.

’ Synergy between threat events is inherently a dynamical process, where event sequencing is critical (is explained in
section 4.2.1.2).
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Table 2. The Effect of the Threat Events B1, B2, E, and C on the Binary States
(Following the Positive-Logic Convention) of the Requirement Metrics R;
and R (No Interthreat Synergy Is Assumed)

Level 1] Threat Event | State of Requirement Metric

C R; R I

Bl | B2

) Ll B L B Y Y [ ) [ [l ol o) o) o) fo)

=== |olol=]=|Co|lol=]|~|o|o|m

bk [ pd frmd [ O QIO [ = | rm |1 | = [ OO IO O
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Table 3. Ten Different Threat Profiles for the Integrated Analysis of the Ground
Combat System

Mission Time (Within a 24-hr Mission)
Threat Profile [——47 f=6hr | t=12hr | ¢=18hr
1 B2,C,E — —
2 C,E Bl o
3 B1 — —
4 C,E — B1
5 B1 C E
6 Bl C B2
7 — B1,C E
8 E Bl C
9 B1 E C
10 — _ _ C

Notes: B1 = ballistic threat event 1.
B2 - ballistic threat event 2.
C = chemical/biological threat event.
E = EM threat event.
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Once the threat profiles have been configured, 10 different simulations are run where the

simulation inputs are specific threat profiles. This is done through the use of the discrete time
V/L process structure (as described in section 2), which, for each time bin within the mission
time frame, maps one or more Level 1] threat events to Level 2] component damage states, then
to Level 3] capability states, and finally to requirement states. To simplify the example, the 24-hr
mission time frame is discretized into hour-long time bins, making for a total of 24 time bins.
Threat events (and the resultant changes in component/subsystem functional states) are
constrained to occur at the transition between time bins. Thus, for example, the ballistic event
B2 occurring within the second threat profile (see Table 3) would affect functional states starting
with time bin no. 19 (which commences after 18 hr of mission time have elapsed). Thus, a threat
event occurring at mission time = n produces a change in component/subsystem functional state

starting with the (n + 1)th time bin.

Within the context of this example, two cases are considered based on different modeling
assumptions: (1) no synergy between threats is assumed, and (2) synergy between the ballistic

threat event B1 and the EM threat event E is assumed. Both cases are examined in turn.

4.2.1.1 No Interthreat Synergy Assumption. In case (1), the assumption is made that all
threats act independently to damage components and/or disrupt component/subsystem function,
so that there is no resultant interthreat synergy. In this case, each threat encounters a “pristine”
target description, so that the target description has no “memory” of damage/dysfunction from
previous threat events. Thus, the EM threat event E has no effect on component/subsystem
functionality since the signal cannot penetrate through the ground system’s armor without the

coupling aperture produced by the ballistic threat event B1.

Now, given the threat profiles described in Table 3, the time histories (or fitness profiles) of
the requirement metrics R; and R; are calculated. Table 4 presents the fitness profile data for R,
while Table 5 presents similar data for R2. In both profiles, the average values of R: and R> (i.e.,
the average fitness values) are tabulated per time bin and per threat profile. The average fitness
values per time bin are displayed in the bottom rows of the tables, while the average fitness

values per fitness profile are displayed in the last column on the right-hand-side of the tables.
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Table 4. Fitness Profile of the Ground Combat System Requirement Metric R; With No Interthreat Synergy

Mission Time
(hr)

st —————————————————————————————————

09109109]09{09(09]09(09/09([09]06]06]06[06])06]06]04

——
p—

5

| Avg. “ 1|09

6



B 0 0 0 0 0 rolrolrolrof{ioliolzojzolzolzojco}co]so]so]so)so]so)so 8ay

0] 0 0 0 0 I 1 1 I I J I I 1 I I I I i 1 I 1 1

0] O 0 0 0 1] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

o]l 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 I I I I 1 1

0| O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 I 1 ! 1 1

o]l O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o 0 0 0 0 0 0

0| O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

01 0 0 0 0 0 0 0 0 0 0 I I 1 1 I I 1 1 I I I I

0] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0} o0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 I i 1 1 I I

0} 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ve | €T | TC IC | o | 61 81 Ll 91 ST | ¥I Q (41 IT | o1 6 8 L 9 Y 14 € (4 1 ‘ON

‘3ay ! 9[yoid
oﬁhﬁnﬁovmum_z i

57




Finally, the box in the lower right corners of Tables 4 and 5 presents the fitness averaged over
all time bins for all threat profiles. The average fitness value for a threat profile may be

calculated by the ratio

total availability of time required system capabilities
total mission time ’

in the current example, this is equal to

total number of time bins where fithess =1
24 time bins )

Figure 23 presents a plot of fitness profile no. 9 from Table 4 (based on threat profile no. 9 from
Table 3; this profile illustrates how one specific threat scenario modifies the fitness state of the
requirement metric R;. As shown in Figure 23, threat events B1, E, C, and B2 occur throughout
the 24-hr mission time frame. Given this threat scenario, the ground system is capable of
fulfilling the requirement R; up until 1 hr, following the occurrence of threat event B2 (a total of
19 mission hours). This ability to fulfill requirement R; is then represented as the fitness of the

requirement metric R;.

Plots of the average fitness states of R; and R; as calculated in Tables 4 and 5 are shown in
Figures 24 and 25, respectively. In both of these figures, the level of requirement metric fitness
is averaged over the set of 10 fitness profiles as described in Tables 4 and 5; this averaging is
carried out separately for each time bin within the mission time frame. Thus, in Figure 24, for
example, the average fitness level of R; from hours 2 through 12 is equal to 0.9; this indicates
that, for 9 of the 10 threat scenarios described by the threat profiles in Table 3, the ground system
is capable of fulfilling requirement R; from hours 2 through 12 of the mission. The “descending
stairstep” look characteristic of the profiles in Figures 24 and 25 indicates that, as mission time
elapses, the ground system is less likely to be able to fulfill the required mission tasks
represented by R; and R; .
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4.2.1.2 Synergy Between B1 and E Assumption. In case (2), the assumption is made that the
ballistic threat event B1 and the EM threat event E are correlated through their mutual interaction
with the ground combat system. In this case, séquencing of threat events is important, so that
event E will result in component damage only when preceded by event B1. As a result, all threat
profiles, as shown in Table 3, where Bl follows E, will produce no damage to the fuel computer
in the engine compartment, and thus no degradation to the mobility hardware subsystem. In this
event, R, and R; are unaffected. Figure 26 illustrates the synergistic O1,, mapping involving both
of the threat events B1 and E.

Again, given the threat profiles described in Table 3, the fitness profile of the requirement
metric R; is calculated (the metric R; is unaffected by B1/E synergy and thus is the same as in the
nonsynergy case). Table 6 presents the fitness profile data for Ry. Figure 27 presents a plot of
fitness profile no. 9 from Table 6, while a plot of the average fitness profile of R; as calculated in
Table 6 is shown in Figure 28. By comparing the plots in Figures 24 and 28, it is seen that the
addition of interthreat synergy to a specific threat profile acts to shorten the overall availability
time of the system capabilities needed to fulfill the requirement R,

4.2.2 Trinary-State Analysis. Next, the generic ground combat system described in section
4.2.1 is again addressed, except that functional metrics are now extended to the set of trinary
states {0, u, 1}. This means that Level 2], Level 3], and requirement metrics may, in addition to
the binary values 0 and 1, assume the value u, indicating an undetermined level of function. This

modification requires the following revised assumptions

« EM threat event E possibly burns out the fuel computer in the engine compartment,
resulting in ground combat mobility state Ms. This assumes that test data on the fuel
computer response to the HPM threat are unavailable. The effectiveness of threat E is

still contingent on the previous occurrence of ballistic threat event B1.

« Chemical threat event C possibly damages the rubber gaskets within the engine power

component after 12 hr of exposure, resulting in ground combat system mobility state Ma.
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Figure 26. The Synergistic 01,2 Mapping Involving Both of the Threat Events B1 and E.
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Figure 28. Average Fitness Profile for Ry Assuming Interthreat Synergy.



This assumes that test data on the gasket response to the chemical-agent threat are

unavailable.
All other assumptions are maintained from the example in section 4.2.1

As with the binary-state analysis in section 4.2.1, it is again useful to examine how each of
the Level 1] threat events B1, B2, E, and C affects the requirement metrics R; and R;. As was
done for the binary-state analysis in section 4.2.1, component damage states are first input into
the relevant fault trees (Figures 17-21) to produce capability metrics, which are then in turn input
into the fitness trees (Figures 16[a] and [b]). Again, the negative-logic convention is followed.
Due to the use of trinary states, the following mappings are different from the binary state

- analysis.

» Event E generates the component damage state fuel system = u (given that event B1 has
previously occurred), which is input into the fault tree shown in Figure 19; the fault tree
output is the capability state M4 =u (which also implies that Mo = u). Then this capability
state is input into the fitness trees in Figures 16(a) and (b) to produce the reéluirement

metrics R; =u and R; = u, respectively.

» Event C generates the component damage state engine power = u, which is input into the
fault tree shown in Figure 19; the fault tree output is the capability state M4 = u (also
implying Mo =u). Then this capability state is input into the fitness trees in Figures 16(a)

and (b) to produce the requirement metrics R; =u and R = u, respectively.

As with the previous example, two cases are again considered based on different modeling
assumptions: (1) no synergy between threats is assumed and (2) synergy between the ballistic
threat event B1 and the EM threat event E is assumed. Given the threat profiles described in
Table 3, the fitness profiles of the requirement metric R; are calculated for both of the
aforementioned cases. The requirement metric R» is not re-evaluated here since it is not a
function of any undetermined component functional states, and thus remains unchanged from its

previously calculated values in section 4.2.1.
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Table 7 presents the fitness profile data for R; with no interthreat synergy. Table 8 presents
the fitness profile data for R; with synergy between the threat events Bl and E. In both tables,
the bottom row presents the average fitness per time bin, while the right-most column presents
the fitness averaged over all time bins for each of the 10 threat profiles. The box in the bottom
right corner presents the fitness averaged over all time bins for all threat profiles. In all cases, the
averaged ‘'metrics are calculated for values of 1, u, and0. For example, the value set
AVG(1) =0.6, AVG(u) = 0.2, AVG(0) = 0.2 (as read from the bottom row under time bin no. 18
in Table 7) indicates that, within the eighteenth time bin, the ground system is fit to fulfill R, in
six of the threat scenarios, undetermined in two of the threat scenarios, and unfit in the remaining
two threat scenarios. Figures 29 and 30 depict plots of the average fitness profile data as

recorded in Tables 7 and 8, respectively.

Finally, Figure 31 presents a plot of fitness profile no. 9 from Table 8. By comparing
Figure 31 with similar plots in Figures 23 and 27, it is seen that the latter two plots define the
maximum and minimum possible values of R, respectively, which bound the “uncertain” region

shown in Figure 31.

4.2.3 Binary State Analysis Results. In order to understand the relevance of the discrete
time integrated analysis of the ground combat system using binary states, the reader is again
directed to the data in Tables 4, 5, and 6. In each of these tables, the values of the time-averaged
requirement metric (as described in section 2.7), which is calculated across all time bins within
the mission time frame for each threat profile, are listed in the right-most column. By studying

these time-averaged requirement metrics, the following trends can be observed.

¢ Most of the values in Table 4 range from 0.50 to 0.79 (with one exception equal to 0.04),
meaning that the ground combat system is capable of fulfilling requirement R; from 50%
to 79% of the time through the entire mission. The average amount of time where R; can
be fulfilled is equal to 62% of the entire mission length. Put another way, the
time-averaged mission fitness of R; for all threat profiles is equal to 0.62.
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Table 7. Fitness Profile of the Ground Combat System Requirement Metric R; Using Trinary-Logic States and No Interthreat

Synergy
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Half of the values in Table 5 are equal to 0, while the other half range from 0.25 to 0.75,
meaning that the ground combat system is incapable of fulfilling requirement R in half of
the threat scenarios and capable, for limited periods of time, in the remaining scenarios.
The average amount of time that R, can be fulfilled is equal to 20% of the entire mission
length; the time-averaged mission fitness of R; for all threat profiles is equal to 0.20.

The values in Table 6 closely track those in Table 4, ranging again from 0.50 to 0.79
(with two exceptions this time, equal to 0.04 and 0.25). This means that the inclusion of
interthreat synergy effects on the ability of the system to fulfill R; only changes a fraction
of the threat profiles, with the average amount of time where R; can be fulfilled reduced
from 62% to 52% of the entire mission length (or the time-averaged mission fitness of R;
for all threat profiles is reduced from 0.62 to 0.52).

If the degree of synergy between threats is increased, then it is possible that the time-averaged

requirement metric for all threat profiles will decrease (it will never increase, since interthreat

'synergy can only act to either maintain or degrade the survivability of a system).

Next, the profile-averaged requirement metrics per time bin (also described in section 2.7) are

displayed in the bottom rows of the tables. Since each row in a table describes a fitness profile

relative to a specific threat profile (see section 2.6), the bottom row can be thought of as an

average fitness profile, which provides the average likelihood (per time bin) that the system is

capable of fulfilling a required mission task. By studying the average fitness profiles in the three

tables, the following trends are observed.

The average fitness profiles in all tables monotonically decrease in steps as time
advances, as illustrated in Figures 24, 25, and 28. This is due to the manner in which the
different threat events are applied to the ground system as a function of time (see

Table 3).
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+ Synergy acts to add structure to the average fitness profile. For example, when
comparing the no-synergy average fitness profile for R (Figure 24) with the B1/E synergy
profile (Figure 28), it is seen that the latter figure contains more interim steps in the plot.

In this example, the practical impact of considering interthreat synergy is a slight decrease in the

average fitness of R; as a function of time.

4.24 Trinary-State Analysis Results. The main effect of adding the undetermined
functional state u in the trinary-state analysis approach is to create “uncertainty zones” within
certain time bins in the 24-hr mission time frame. The extent of these zones is represented by the
data in Tables 7 and 8, and can also be observed in the plots of average fitness profiles in Figures
29 and 30 and fitness profile no. 9 (from Table 8) in Figure 31. As is seen in these various plots,
an uncertainty zone defines a confidence interval per time bin, which spans values from the
Jowest to highest possible fitness (either averaged or profile-specific) of the requirement under
analysis. For example, the average fitness profile shown in Figure 30 indicates that the ground
combat system is capable of fulfilling requirement R;:

« under all threat conditions during hour 1 of the mission,

.« 90% of the time (given the 10 threat profiles) from hour 2 through hour 6 of the mission,

s between 80% and 90% of the time from hour 7 through hour 12 of the mission,

« between 40% and 90% of the time during hour 13 of the mission,

« between 30% and 80% of the time from hour 14 through hour 18 of the mission,

+ between 20% and 70% of the time during hour 19 of the mission, and

+ under no conditions from hour 20 to the end of the mission.
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As an example of a fitness profile based on a single threat profile, Figure 31 indicates that the

ground combat system is:
« definitely capable of fulfilling R; during the first 6 hr of the mission,
» possibly incapable of fulfilling R from hour 7 through hour 19 of the mission, and
» definitely incapable of fulfilling R; from hour 20 to the end of the mission.

The uncertainty in the aforementioned plots originates from the undetermined responses of
the fuel computer to threat event E and the rubber gaskets in the engine to threat event C after
12 hr of exposure; this uncertainty disappears when a decision is enforced as to whether the fuel
computer and engine are definitely functional or dysfunctional (as in section 4.2.1). Thus, the
integrated analysis process tends to amplify the effect of undetermined Level 2] component
metrics at the operational requirement level, especially those component metrics that are
functionally affected by multiple threats or those that map into more than one requirement

metric.

4.2.5 Analysis Constraints Involving Time Discretization. In this section, the practical
impact of analysis constraints involving the level of time discretization is examined. Although
the ground combat system example described in this section is studied over a 24-hr window of
time, the nature of the threat profiles in Table 3 effectively constrains the analysis to four time
bins: (1) time > 0 to time = 6 hr, (2) time > 6 hr to time = 12 hr, (3) time > 12 hr to time = 18 hr,
and (4) time > 18 to time = 24 hr. In this case, the total number of possible threat profiles (only
10 of which are tabulated in Table 3) is equal to 4* = 256. Of course, not all of these sequences
need be explored. For example, the chemical threat event C has no effect within a 24-hr mission
time frame when the event occurs in either time bin no. (3) or (4), as previously described (where

time > 12 hr to time = 24 hr).

The problem with using the four large time bins previously described is that the effects of
time-dependent system capability states can be lost. Specifically, the reader is directed to the
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mobility subsystem degraded state M3 (stop after time ?) described in Table 1. In the ground
combat system example in that section, ¢ = 1 hr; this metric then defines the sampling frequency
(one sample per hour) for updating both requirement metrics R; and Rz so as to obtain
meaningful results. Thus, to see the effect of M3 on the average fitness profiles of R and R, one
would need to calculate and average over the fitness profiles resultant from all possible threat
profiles distributed across the 24 1-hr time bins within the mission time frame. Given that four
different threat events can occur in a time bin, the total number of required profiles is
24*=331,776. Without an automated computer code to calculate and average these profiles, this

level of analysis is somcwhét intractable.

An alternate approach to calculating average fitness profiles is to concentrate on a limited
number of specific threat profiles that are meaningful to the system evaluator, and then generate
the corresponding set of fitness profiles (as was done for the ground combat system in the current
example). Figure 32 depicts a hypothetical result derived from applying threat profile no. 9
(from Table 3) to all metrics in the requirement vector as shown in Figure 15, where interthreat

synergy and trinary-functional states are assumed. In this hypothetical result, it is seen that:
+ requirement metrics R; and R3 are possibly deactivated by the EM threat event E, and
then are both definitely deactivated 1 hr following the ballistic threat event B2 (total
immobilization due to radiator failure);

« requirement metric R; is definitely deactivated by the ballistic threat event B1;

~ « requirement metrics R, Rs, Rio, R11, and Ri2 are possibly deactivated by threat event E

and remain in this uncertain functional state for the remainder of the mission; and

« requirement metrics R4, Rs, Rs, and Rg are unaffected by any of the threats and, thus, are

executable throughout the mission.
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By restricting the integrated analysis to a limited set of threat profiles, more complex threat

sequencing can be explored, as well as greater discretization resolution (more time bins per

mission) within a mission time frame.

5. Conclusions

The integrated analysis methodology that has been described and demonstrated within this
report allows for all of the battlefield threats within SLAD’s analysis domain to be addressed in
one framework. This methodology allows for the effects of both threat sequencing and
interthreat synergy on required battlefield performance to be studied and analyzed. The discrete
time analysis process allows for both permanent component damége and transient
component/subsystem dysfunction types of effects to be addressed. Finally, the integrated
analysis methodology connects the analysis product to required battlefield performance
metricsfor the military system as described in the system OMS/MP. Since the discrete time
integrated analysis methodology is a mechanism for aggregating survivability measures of
performance (MOP) and measures of effectiveness (MOE), the integrated analysis product will
provide the decision maker with a means to evaluate the overall impact of battlefield threats on

potential combat system effectiveness.
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Appendix A:

Fault Trees
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A fault tree is defined as a process linking one or more critical component (or capability)
functional levels with logical operations (AND, OR, NOT) that determines overall subsystem (or
system) functionality. The term “tree” refers to the flow structure within the process, with one
input node at the “top” and one output node at the “bottom” of the tree; severing the logical flow
within the tree will serve to deactivate the tree. This last process occurs when one or more of the
functionality metrics contained within the tree are set to a value of 0, thus severing the flow

between fault tree nodes. Figure A-1 illustrates a simple fault tree.

Comp(1) Comp(2) |

Comp(3)

ek

A-1. Example of a Simple Fault Tree

The nature of the logical operations within a fault tree depends on whether the positive- or
negative-logic convention is followed in regard to fault-tree metrics. For example, the logical
AND/OR operations following the positive- and negative-logic conventions are applied to the

fault tree in Figure A-1 (shown in Figures A-2(a) and (b), respectively). Following the
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positive-logic convention (Figure A-2(a)), Comp(1l) is dysfunctional, while Comp(2) and
Comp(3) are functional; the fault tree evaluates to

([Comp(1) =0] | [Comp(2) =1]) & [Comp(3)=1] o1, (A-1)
where | and & are the logical OR and AND operators, respectively. Following the
negative-logic convention (Figure A-2(b)), again, Comp(1) is dysfunctional and Comp(2) and

Comp(3) are functional but component functional metrics have reversed (e.g.,0 — 1 and 1 — 0);

in this case, the fault tree evaluates to

([Comp(1) = 1] & [Comp(2) =0])I[Comp(3)=0] — 0. (A-2)

In this example, both logic conventions indicate residual functionality, either positively (the

positive logic convention yields a 1) or negatively (the negative logic convention yields a 0).
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Comp(1) =1

Comp(1) =0 Jor| Comp(2) =1
]
I AND
~ Comp3) =1

ek

(a)

AND

Comp(2) =0

Tox

Comp(3) = ()

(b)

Figure A-2. Example of Two Different Boolean Logic Conventions Applied to the Fault Tree in Figure A-1: (a) Positive
Logic, (b) Negative Logic.
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Appendix B:

A Lukasiewicz Trinary Logic
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Since the conventional fault-tree methodology used in a vulnerability/lethality V/L analysis
utilizes Boolean operations on binary (two-valued) logic, the conventional methodology needs to
be extended to accommodate undetermined states. Thus, within the context of nonmeasured
Level 2] metrics, the extended methodology is required to address three different allowed values
of component functionality: 1,0, and u (for an undetermined damage/dysfunction state reflecting
either some unknown amount of component damage or functional disruption that may or may not
result in temporary or permanent loss of component function). In the threat-specific instances
where the state of a component cannot be evaluated, an undamaged component is assumed to be
functional, while a damaged component can only be represented by an undetermined state (a state
of u); in the case where a catastrophic component kill is likely due to Level 1] threat initial

_ conditions, the analyst might choose to estimate the component state as fully nonfunctional.

Logical operations on 1, 0, and u follow the rules of a trinary (three-valued) logic as
originally proposed by Lukasiewicz in 1920.) Tables B-1, B-2, and B-3 illustrate the logical
AND, OR, and NOT (negation) operators, respectively, from the Lukasiewicz logic. As is seen
from these tables, removal of the u state collapses the Lukasiewicz logic to the standard Boolean

logic.

Table B-1. The AND Operation (Using the Lukasiewicz Trinary Logic)

! Borkowski, L., and J. Slupecki. “The Logical works of Jan Lukasiewicz.” Studia Logica, vol. 8, pp. 7-56, 1958.
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Table B-3. The NOT Operation (Using the Lukasiewicz Logic)
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Appendix C:

Example of a Mission Profile
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A mission profile for a military system (as included in the Operational Mode
Summary/Mission Profile [OMS/MP]) is a table identifying the tasks, number of occurrences of
each task, and task duration associated with a particular mission. Table C-1 illustrates the
“attack” mission profile for a generic ground combat system. The operating time (OT) is the
length of time that a subsystem within the ground combat system takes to execute a required
mission task. The calendar time (CT) is the total amount of time within a mission time frame.

The total OT for all occurrences of a specific task within the mission profile is
Total task OT = number of task occurrences * task OT.

The total OT for all required tasks within the mission profile is then the sum of the total task OTs
for each mission task. The mission profile does not specify at what point within the mission time
frame that a task must be executed but, rather, only the total number of task occurrences within
the mission. Dividing the total OT for a specific task by the mission CT yields the fraction of

mission time required for execution of all occurrences of that task.
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Table C-1. Example of an “Attack’ Mission Profile for a Generic Ground Combat System

(CT=24hr)
Tasks/Events | No. of Occurrences TaskOT |  Total OT I
(min) (min)
: M2 Carrier I
Road March 4 20.00 80.00
l| Tactical 20 5.00 100.00 |
Overwatch 30 10.00 300.00
I Weapons I
Search 36 0.50 18.00
Acquire 14 0.08 1.12
Identify 12 0.08 0.96 |
{| Track 8 0.10 0.80
Primary Firepower
Engage 6 0.25 1.50
Rearm 2 2.00 4.00
Secondary Firepower i
Engage 2 0.56 1.12
Rearm 0 4.00 0.00
Tertiary Firepower "
|| Engage 2 0.33 0.66
Rearm 0 2.00 0.00
Total (min) — — 508.16
i] Total (hrs) — — 8.47 "
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Glossary

Average Fitness: The level of military system fitness averaged over either (1) a set of threat
profiles (where an average fitness is assigned to each time bin within a mission time frame)
or (2) all of the time bins within a specific fitness profile (where the average fitness conveys

the fraction of mission time that the military system is fit to fulfill a requirement).

Average Fitness Profile: A discrete time series that is calculated by averaging fitness values in
a specific time bin over a set of threat profiles, and then time-sequencing the results for all

time bins within a mission time frame.

Evaluation Mapping: A submapping within the O, mapping that assigns a component
functionality metric to all critical components within a military system based on the damage

incurred by a component through interaction with a battlefield threat.

Fault Tree: A logical construct that maps Level 2] component functional metrics to Level 3]
subsystem capability metrics. Logic within a fault tree is governed through the use of the
Boolean AND, OR, and NOT operators.

Fitness: The ability of a military system to execute a required mission task based on the
system’s capability state.

Fitness Profile: A discrete time series that conveys the fitness of a military system to execute a
required mission task at any point of time within a mission time frame. A fitness profile is

based upon a specific threat profile.

Fitness Tree: A logical construct that maps Level 3] system capability metrics to requirement
metrics, as specified in the system OMS/MP. The logical operations within a fitness tree
include the use of the standard AND, OR, and NOT, operators, as well as conditional logic

statements.
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Interaction Mapping: A submapping within the O;> mapping that models the physical
interaction between a battlefield threat and the target military system, which can result in

physically measurable damage to components within the system.

Interthreat Synergy: A damage amplification process involving two sequential battlefield
threats, where weapon system modification due to the preceding threat enhances the damage

potential of the succeeding threat.

Mission Fitness Mapping: A process that maps Level 3] capability metrics to requirement

metrics for a military system.

Mission Profile: A table identifying the tasks, number of occurrences of each task, and task

duration associated with a particular mission.

Mission Time Frame: The window of time defined by the length of a particular mission as
specified by the system Operational Mode Summary/Mission Profile (OMS/MP).

Negative Logic: A system of logic governing Level 2], Level 3], and requirement metrics that
follows the convention that a functional metric (1) equals 0 if function remains during and/or
after system interaction with a threat or (2) equals 1 if function is lost during and/or after

system interaction with a threat.

Operational Mode Summary/Mission Profile (OMS/MP): A document for a military system
that quantitatively specifies required operational performance across a spectrum of battlefield

missions.

Positive Logic: A system of logic governing Level 2], Level 3], and requirement metrics that
follows the convention that a functional metric (1) equals 1 if function remains during and/or
after system interaction with a threat or (2) equals O if function is lost during and/or after

system interaction with a threat.
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Requirement: An operational battlefield task or function that may be required of a military
system at any time during the course of a mission; essentially, a required mission capability is
based on one or more Level 3] system capabilities. Requirements are referred to as
“tasks/events” within the context of the system Operational Mode summary/Mission Profile
(OMS/MP).

Threat Event: A Level 1] metric that describes the conditions of a battlefield threat just as it is

about to interact with a target system.

Threat Profile: A sequence of threat events that occurs along a discrete time axis; a threat

scenario.

Time-Averaged State: The average value of a transient Level 2], Level 3], or requirement
metric within a single time bin.

Time Bin: A discrete unit or interval of time within a mission time frame.

Trinary Logic: An extension to the conventional binary state Boolean logic that posits a third

state “u” representing an undetermined binary metric.
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