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Summary 

A Web-based software system, the Model Evaluation Tool (MET), is being developed to both 
simplify the process of mesoscale weather model evaluation and empower researchers by placing 
an array of model run options, data sources, and display options at their fingertips.   
 
Through the Web interface, a user selects such entities as the model run mode (i.e., single model 
or ensemble) and whether or not to employ data assimilation.  Once all selections are complete, a 
large-scale initialization data download begins automatically.  Upon completion of this task, the 
model runs begin, followed by an optional display.  MET is currently hosted on a 32-node Linux 
cluster. 
 
The two mesoscale models that may be analyzed using MET are the Mesoscale Model Version 5 
(MM5) and the Weather Research and Forecasting (WRF) Model.  MET provides two ways to 
run using an ensemble method.  The first ensemble mode is the “multi-analysis” method, 
whereby a mesoscale model is initialized with a number of different large-scale initialization 
datasets.  The other ensemble mode is the multi-model method, whereby output from two or 
more different mesoscale models is combined in some fashion.  Other data types may be 
assimilated at run time, including radiosonde observations (raobs) and surface meteorological 
data in the form of Meteorological Aerodrome Reports (METAR).  Regardless of the data type 
chosen for assimilation, an intermediary program is run to determine the quality of both raob and 
METAR data prior to assimilation.  Data flagged as bad are not used. 
 
Upon model run completion, various statistical analyses of the output, dependent on the model 
run mode selected, are carried out.  For the individual ensemble members, numerous other 
statistical values are computed including bias, root mean square error, dispersion, and rank 
correlation. 
 
From the MET Web interface, using a composition of Web services, a user can use the MET to 
determine an optimum model paradigm for a selected parameter or parameter group, by running 
the MM5 and WRF in the single model and in the two ensemble modes.  Each Web service has 
the task of determining the bias values for a given parameter for a particular model mode.  
Currently, MET can only verify model output in the western United States using the MesoWest 
mesonet dataset; other test regions will be added in future enhancements to MET. 
 
A “lightweight” capability, whereby MET can be accessed via cell phone, is also being 
constructed, using Wireless Markup Language cards that facilitate display on the small screen of 
a typical cell phone.  Connectivity to the server is done through Wireless Application Protocol. 
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1. Overview 

1.1 Introduction 

A Model Evaluation Tool (MET) has been developed that allows a user to perform the 
following: 

1.  Gather large-scale initialization datasets, including these models:  Aviation (AVN), Eta, 
Medium Range Forecasting (MRF), and Naval Operational Global Atmospheric Prediction 
System (NOGAPS). 

2.  Assimilate data sources, such as raobs and surface observations, into model runs. 

3.  Execute MM5 or WRF model runs in parallel on a Linux cluster. 

4.  Generate statistics, both at the surface and at vertical levels, including model bias, rank 
correlation, root mean square error, etc., for temperature, u- and v-components of the wind, 
and relative humidity.  Also, when run as an ensemble, be able to generate Newbold-
Granger weighting coefficients for each ensemble member parameter. 

5.  Display statistics employing the Visualization for Algorithm Development (VisAD) toolkit 
(1). 

Java Server Pages (JSP) form the foundation of this tool by orchestrating the program flow and 
much of the visual display.  Java Server Faces (JSF) has recently been instituted specifically for 
the user interface. 

Statistical results can be converted into Extensible Markup Language (XML) and stored in a 
freeware XML database, called eXist.  The Java Application Programming Interface (API) for 
XML Processing (JAXP) is used for the task of converting XML for display as Hypertext 
Markup Language (HTML) with the application of stylesheets. (2) 

In addition, initial work has begun on making MET available through a mobile device, such as a 
cell phone, through the use of a freeware gateway server and Wireless Markup Language 
(WML). 

1.2 Data Assimilation 

Within MET, data assimilation is possible with either the MM5 or the WRF, and the model is 
also able to assimilate raobs as well as surface reports.  The MM5 has adopted a text format to be 
utilized in data assimilation, called LITTLE_R, which can be a concatenation of surface reports, 
raob data, satellite data, etc.  For example, when a MET user acquires raob data, it is first passed 
to a C program that reads the raob text data, generates FORTRAN code, and then compiles and 
runs the code, thus creating a LITTLE_R format file of concatenated raobs.  At this point, a 
built-in routine, called 3DVAR_OSPROC, is run.  Its purpose is to “filter” the LITTLE_R data 
file for duplicate levels, superadiabatic regions, etc.  This file now serves as the observations 
(commonly referred to as the “ob”) file for assimilation.  Since the WRF is a descendant of the 
MM5, it too has adopted the LITTLE_R format for data assimilation input, although in the long 
term, the Binary Universal Form for the Representation of meteorological data will likely 
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supersede LITTLE_R in order to make WRF formats more standardized.  Unlike the MM5, the 
WRF does not require a first guess field when carrying out the LITTLE_R data filtering function 
(i.e., a check for missing observations, superadiabatic lapse rates, etc.).   

1.3 Program flow  

Figure 1 is a flowchart depicting the chain of events within MET when a user requests an MM5 
run.  With the exception of the first code segment (top.html), all of the files are built on JSP, 
which can broadly be described as HTML with embedded Java code.  

top.html 

model_init.jsp 

user_preferences.jsp 

data_acq_assim.jsp
stats_display.jsp 

ShowProgress.jsp 

start.jsp (kick off 
data ftp) 

cluster successfully reset status_testing.jsp 
(monitor ftp progress) 

fail Message reported: Contact system 
administrator to report problem 
with one or more cluster nodes. 

check_cluster_status.jsp

pass (all nodes up) 

start_mm5_prelims.jsp (kick off 
pregrid, regridder, interpf) 

status_mm5_prelims.jsp (monitor pregrid, 
regridder, interpf  progress) status_model_run.jsp (monitor 

model run progress) 

start_progressbar_model_run.jsp (start 
model run) 

Figure 1.  MET process flowchart. 

The code segments perform the following functions: 

1. top.html – This serves as the main page with links to three other JSP pages.  This page 
renders a page with five user tabs: 1) Model Selection/Physics, 2) User Settings, 3) Data 
Acquisition/Assimilation, 4) Statistical Analysis/Display, and 5) Start Model Initialization 
Data FTP.  When a user selects one of the tabs, it links to the following JSP, respectively:  
model_init.jsp, user_preferences.jsp, data_acq_assim.jsp, stats_display.jsp, and 
ShowProgress.jsp.  Each of these JSP utilizes JSF to generate menus.   
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 The JSP, model_init.jsp, presents the user with a tabbed pane of menus for the following 
topics: model, cumulus scheme, implicit moisture scheme, and planetary boundary layer.  
The Model menu pane yields a radio button list of options including “MM5 multi-analysis 
ensemble,” “MM5 initialized with NOGAPS,” “WRF initialized with AVN,” and “WRF 
initialized with Eta.”  Similarly, the Cumulus Scheme pane allows the user to select from 
“None,” “Kuo,” “Grell,” etc.  The Implicit Moisture Scheme pane provides the options of 
“Dry,” “Stable,” “Warm,” etc., and lastly, the Planetary Boundary Layer pane yields 
selections of “None,” “Bulk,” “Blackadar,” etc.  At any time during this process, the user 
can select the Submit Values/Check Current Settings button at the bottom of each 
selection window or may leave the tabbed pane selection area completely by selecting the 
Home button, which returns the user to the main page of user options.  If the Submit 
Values/Check Current Settings button is selected, a table is rendered indicating the user’s 
current selections.  Selecting the User Settings tab from the main page yields a JSF page 
with three menus: Model Run Location, Number of Forecast Hours, and Parameter to 
Optimize for.  Because the statistical analysis routines are currently set to use the 
MesoWest mesonet (3) data for “ground truth,” only one location is currently available: 
Utah and the surrounding area.  The user selects the number of forecast hours from a drop-
down menu, and then, the parameter(s) to optimize for.  The choices consist of 
temperature, relative humidity, the u-component of the wind, the v-component of the wind, 
winds overall (which considers both u- and v-components), and all parameters (which 
considers temperature, relative humidity, and winds).  Determining the optimum parameter 
within MET is controlled by a series of Web services that work in concert, controlled by a 
Java servlet, and is discussed in the section 4.   

 Choosing the “Data Acquisition/Assimilation” tab from the main page provides two menus.  
The Data Acquisition menu allows the user to choose from raobs from University of 
Wyoming or surface observations (decoded Meteorological Aerodrome Reports (METAR) 
messages) from Florida State University.  The Data Assimilation menu provides two 
options: none, or surface observations and raobs.  The “Statistical Analysis/Display” tab 
points to a page with two menu panes: Scatterplots and Bias Plots.  The Scatterplots 
menu can generate graphics for winds, temperature, or relative humidity, and display 
ground truth versus model values over a 24-h forecast period.  The Bias Plots menu 
provides graphics for the same parameters and represents “model-truth” values over a 24-h 
forecast.  Once the menu selections are complete, the information is passed to a JavaBean, 
which processes the information and sets the appropriate parameters.  The 
ShowProgress.jsp calls the start.jsp to initialize the retrieval of model initialization data. 

2. start.jsp – This function initializes the process of using FTP to acquire AVN, Eta, and MRF 
data by starting two Java threads: one to manage the overall process and one to execute the 
various file transfers. 

3. status_testing.jsp – This function performs the FTP of AVN, Eta, and MRF datasets and 
tracks the progress of each acquisition by using JavaScript to refresh a progress bar drawn 
each second.  When all the FTP sessions are complete, the check_cluster_status.jsp 
function is called. 

4. check_cluster_status.jsp – Upon completion of the file transfers, the Scali (parallel 
processing software) scaconftool utility is called to determine the status of the 32 cluster 
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nodes.  Upon successful return, the execution of three MM5 preprocessing routines—
PREGRID, REGRIDDER, and INTERPF—begins. 

5. start_mm5_prelims.jsp – This function initializes the process of executing PREGRID, 
REGRIDDER, and INTERPF by starting a Java thread and setting counters for the various 
processes to 0. 

6. status_mm5_prelims.jsp – This function executes PREGRID, REGRIDDER, and 
INTERPF and also draws a progress bar to the screen that tracks file sizes and uses 
JavaScript to redraw the progress bar every second. 

7. start_progressbar_model_run.jsp – As with previous start*.jsp modules, this function 
initializes the model run process by starting a Java thread. 

8. status_model_run.jsp – This function kicks off a Java thread to start the model run and 
renders a progress bar to track model output file sizes, again using JavaScript to do so. 

9. ensemble_stats.jsp – This function renders results pertaining to the model, which yields the 
optimum values for the parameter the user selected as determined by the composition of 
Web services.  

Throughout this process, a file key to JSF—faces-config.xml—helps to orchestrate the program 
flow by acting as a gatekeeper.  It allows program control to move from one HTML page to a 
JSP or from one JSP to another JSP, etc., but only if it receives the required value back from a 
JavaBean, permitting transition to occur.  For example, program control in MET is passed from 
the login JSP to the greeting JSP only if the relevant JavaBean passes back the value SUCCESS 
to the faces-config.xml file. 

2. Ensembles  

Mesoscale models can be run standalone or as ensembles.  Model ensembles were introduced 
with the theory that a single model run with one type of initialization dataset cannot possibly 
capture the true state of the atmosphere, and that by using multiple models or multiple 
initialization datasets, it is more likely that the true phase space of the atmosphere can be 
encompassed.  Furthermore, an analysis cannot exactly match the initial state of the atmosphere 
and it is more than likely that model error is introduced by any one of a model’s physical 
parameterizations.  In an attempt to surmount these problems, model ensembles have been 
introduced.   

An ensemble can be run in one of three modes: 

• Multi-model: This mode allows the user to run two or more models jointly and combine the 
outputs. 

• Multi-analysis: This mode allows the user to run one model, but vary the inputs for each 
run. 

• Multi-model, multi-analysis: This mode allows the user to incorporate more than one 
model and vary the initialization data.  
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When ensembles are run, MET can also generate Newbold-Granger (N-G) (4) weighting 
coefficients as formulated in eq 1: 
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Thus, the weight for a particular forecast is represented by the inverse square of the differences 
between the truth for the forecast and the input forecast value summed over a given time 
window, divided by the inverse square of the difference between the truth for the forecast and the 
ensemble member value summed over all ensemble members.  In this way, these weights are 
normalized.  Here, the forecast value for a given parameter is the model output value bilinearly 
interpolated to the location of the truth (mesonet) value, thus allowing for direct comparison.  
The greater the accuracy of a model forecast parameter over some time window (a 24-h window 
was used in initial testing), the higher the weight it will be assigned.  These weights can then be 
carried into a subsequent forecast cycle with the assumption that the trend just calculated in 
terms of N-G weights will carry forward.  A fused forecast (5) can be created as given in eq 2. 
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with f being some forecast parameter and N the number of ensemble members.  A small spread is 
generally, but not necessarily, indicative of a more accurate forecast. 

3. General (Non-Ensemble) MET statistics 

For both the MM5 and WRF, statistical values may be computed for surface parameters as well 
as for those at all of the pressure levels up to model top.  Surface analysis model parameters are 
bilinearly interpolated to mesonet (only the MesoWest mesonet is currently available with MET) 
locations.  In the case of the MM5, a FORTRAN program extracts only the forecast data output 
on the hour, starting at 0000 universal time coordinated (UTC) and running to 2400 UTC, and 
likewise, extracts only the mesonet reports on the hour, thereby providing time collinear datasets.  
Bilinear interpolation is then applied to translate the MM5 output to mesonet sites.  For vertical 
analysis in the MM5, the model output must first be translated from sigma levels to pressure 
levels in order to provide a means for direct comparison with raob data.  The MM5 provides a 
utility called INTERPB, which performs this task.  An AWK (a pattern matching language) 
script filters the raob files, keeping only the data from pressure levels that are available in the 
INTERPB output.  As at the surface, bilinear interpolation of the INTERPB translated data can 
now be carried out at each pressure level and statistics can be generated.   

The WRF output is formatted in netCDF, a more widely accepted data format.  Surface statistical 
analysis is carried out as follows.  A netCDF utility, ncdump, extracts the requested parameter 
values and writes them out in a FORTRAN format (i.e., in the format that a FORTRAN program 
would write it).  A C program then extracts the first field of the ncdump output, which is a data 
value, and writes the data out to an ASCII file.  Lastly, a FORTRAN program reads off only the 
hourly observations from 0000 UTC to 2400 UTC of the mesonet dataset, so as to match the 
hourly WRF output, and performs bilinear interpolation on the model output to collocate model 
data with truth data.  At this point, statistical analysis may be carried out. 

The WRF has no native capability, such as the MM5 INTERPB function, to transform model 
data to pressure levels.  Thus, for MET, a group of utilities called WRFPOST, used regularly at 
the National Center for Environmental Prediction was adopted and successfully ported to a 
Linux cluster, after a number of FORTRAN coding and Makefile modifications were made.  The 
vertical analysis for the WRF is orchestrated by a shell script and proceeds as follows: 1) the 
WRFPOST library of routines create a group of Gridded Binary (GRIB) files containing the 
WRF model data interpolated to pressure levels; 2) the Naval Research Laboratory GRIB library 
routine, gribsimp, is then applied to convert the GRIB files into “flat files” (i.e., each file 
contains the data pertaining to a particular pressure level); 3) a C routine converts the flat files 
into ASCII; 4) an AWK script extracts the raob data at pressure levels matching what 
WRFPOST extracts; and 5) the FORTRAN code performs a bilinear interpolation of the model 
data to raob locations at each pressure level in preparation for statistical analysis. 

A number of statistical values may be derived in MET.  Among them are bias (interpolated 
model value – truth value), root mean square error, and dispersion. 
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Dispersion, which is a function of the rank correlation, is given as 

 )()()],(1[2 νν sdfsdfrdisp −=  (6) 

where f is a single forecast variable and ν  is the corresponding truth data (which could also be 
an analysis field).  Large dispersion is indicative of poor model forecast skill.  The rank 
correlation, r, is given by 

 ∑ ∑= 22/ νν ffr ∑  (7) 

4. Web Services 

A composition of Web services is being applied within MET.  The Web provides two definitions 
of a Web service:  

• “A Web service is a software application identified by a Uniform Resource Identifier (URI) 
[Request for Comment (RFC) 2396], whose interfaces and bindings are capable of being 
defined, described, and discovered as XML artifacts.  A Web service supports direct 
interactions with other software agents using XML based messages exchanged via Internet-
based protocols.” (7) 

• “A Web service is any piece of software that makes itself available over the Internet and 
uses a standardized XML messaging system.  The most prominent directory of Web 
services is currently available via UDDI, or Universal Description, Discovery, and 
Integration.” (8) 

The key word in the definitions is “standardized.”  Any client is able to use a Web service, along 
with the service’s methods and parameters, once the URI is known. 

As described above regarding the URI, the user is queried regarding which meteorological 
parameter to optimize for, and the subsequent statistical analysis is then handled via Web 
services.  Java Web services have been chosen for this application for principally two reasons:  
1) if new models require testing, they can be integrated relatively simply as new Java Web 
services called by the Java servlet; and 2) by knowing a Web service’s URI and the names of its 
associated methods (i.e., having a copy of the Web service’s description language XML file, 
which fully describes the Web service), access to the Web service is made straightforward.  Each 
of these elements is being built into a Java Web service representing one member in the phase 
space of possibilities.  Within the Web service paradigm, a client can request information or 
trigger a process by calling a Web service’s methods.  Four Web services have been constructed 
for MET to carry out statistical analyses.  They include a MM5-AVN Web service, a MM5-Eta 
Web service, a MM5-MRF Web service, and a MM5-NOGAPS Web service.  Within each Web 
service are methods to calculate the mean bias over a 24-h forecast period for temperature; 
relative humidity; the u- and v-components of the wind; the wind components combined; and all 
parameters combined.  In each case, a client will trigger a server action based on the (optimum) 
parameter choice.   
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There are many other Web services being designed and implemented.  These services include a 
wrf-avn Web service (the WRF initialized with AVN data), a wrf-Eta Web service (the WRF 
initialized with Eta data), a wrf-multi-analysis-ensemble Web service (a combination of the 
WRF model runs using both AVN and Eta data), and a multi-model-ensemble Web service (the 
WRF executed with AVN or Eta data combined with the MM5 executed with AVN, Eta, MRF, 
or NOGAPS data).  A Java Web servlet controls the execution of these Web services and will 
return the model producing the optimum results for the parameter of choice to the client. 

Figure 2 shows the results returned when the user has selected temperature as the parameter to 
optimize for, and the MM5-AVN Web service has returned the minimum mean absolute error 
value of 0.2.   

 

 

Figure 2.  Results using the Web service, selecting for temperature (top window) and indicating the minimum mean 
absolute error for temperature from the MM5 AVN Web service while listening on port 1234 (bottom 
window from TCP monitor (TCPMON)). 
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5. Usage of XML within MET 

Since XML is becoming a very widely accepted data format and the conversant language for 
Web services, it was decided to add to MET the tools to convert text statistical files to XML 
format through Java routines.  After the conversion, the XML data can then be stored in a 
freeware XML database, called eXist.  (Because future support for this freeware XML database 
is uncertain, this element of MET may be reconsidered.) 

To then convert data extracted from the XML database and make it viewable with HTML, the 
XML data can be converted using JAXP tools within the JSP.  XML Stylesheet Language (XSL) 
is applied to read and reformat the XML into HTML.  A sample transformation is seen in figure 
3, where a dummy dataset has been transformed from text to XML and then rendered into 
HTML after the application of XSL stylesheets. 

 

Figure 3.  Sample transformation of textual XML data to HTML display. 
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6. XML database 

As mentioned, eXist was the XML database utilized for this study.  Data may be inserted into the 
XML database using eXist syntax; however, XPath (2) syntax was used to extract XML data 
from eXist.  An example is seen below.   

Here the user is requesting MM5-MRF ensemble member information for a run from May 2003 
at the analysis time, and the requested statistic is bias.  The text()portion implies returning 
only the text portion. 

query.query("//model[@name='mm5-mrf']/model_run_time[@value='2003-05-
12:00:00:00']/statistic[@type='bias']/forecast[lead_time &= '0']/t/text()"); 

7. Graphical Displays  

For the graphical display of the analyses, a graphics toolkit composed of Java routines, called 
VisAD (1), developed by University of Wisconsin, was employed.  To render the scatterplots, a 
C module first reads out the “good” (non-missing) data for the parameter of interest, created 
either from the surface or vertical analysis.  Then Java code, which uses VisAD libraries for 
display (to display the “truth” data versus the interpolated model data), is recompiled in order to 
display the correct variable with new array sizes.  Finally, the Java routine is called to perform 
the rendering. 

8. User Interface  

The MET user interface is built using JSF, which is an “event-driven, component-based model 
for Web application development.” (9)  Tabbed panes are created with the JSF panelGrid 
component.  A group of tabs are then set within a larger panelGrid.  The panelGrid group of tabs 
requires a customized panel renderer (i.e., a methodology to render only the tab selected within a 
group).  In the case of MET, a tab selection triggers a font change in the tab label and a listing of 
the user options for that tab.   

Thus, within MET, the user is presented with tabbed panes representing user option categories 
under the following main headings: 1) “Model Selection/Physics” – a user selects from choices, 
including ensembles or single model runs, and chooses a planetary boundary layer 
parameterization scheme, a cumulus parameterization scheme, etc.,  2) “User Settings” – the user 
uses this to set the model run location, number of forecast hours, and parameter to optimize for, 
3) “Data Acquisition/Assimilation” – a user chooses options to select the raobs and surface data 
for assimilation, and 4) “Statistical Analysis/Display” –  a user can select from Scatterplots or 
Bias Plots for display.   
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As an example, figure 4 represents the tabbed pane subheadings for the Model Selection/Physics 
heading and then shows the Planetary Boundary Layer tab as selected. 

 

Figure 4.  The menu presented to the user when the Planetary Boundary Layer tab (under the Model 
Selection/Physics heading) is selected.  

When the user makes a selection and clicks on the Submit Values/Check Current Settings 
button, a table will display (as seen in fig. 5), indicating all of the user selections up to now.  
Selecting the Home button returns the user to the main headings pane. 
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Figure 5.  The table displayed when user chooses Submit Values/Check 
Current Settings button, indicating current user selections. 

Figure 6 shows the progress bar displayed as the AVN data FTP proceeds.  Note that in the upper 
left-hand corner of the figure are the parameters, indicating the following:  

• The AVN FTP is underway. 

• The Eta and MRF dataset FTP sessions are in queue.  

• The current FTP session is incomplete.  

• All FTP sessions are yet to be completed. 
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Figure 6.  MET screen indicating the AVN FTP progress.   

Upon successful completion of the data FTP sessions, a check is made of the status of the 32 
Linux cluster nodes.  This handled by the Scali tool, scaconftool.  If the cluster is completely up, 
the user will see the display shown in figure 7. 

 

Figure 7.  The result of a successful system scan after all of the data FTPs are completed 
and the MET has run scaconftool to determine the status of all the nodes.  

If scaconftool indicates a problem with one or more cluster nodes, the user will be informed of 
this and advised to contact the system administrator.  No other MET actions can take place until 
the problem is rectified.  Also, as seen in figure 7, the user has the option of starting the model 
runs, which will yield progress bars indicating to the user the percentage of completion of the 
current model run.  

9. Graphical Results  

Figure 8 shows a scatterplot generated by the VisAD Java routines for temperature from a WRF 
model run.  MesoWest mesonet data from the western U.S. serves as the truth data.  The y-axis 
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represents the truth values from the mesonet.  The x-axis represents interpolated model 
temperature.  Scatterplots can be rendered for any of the following: temperature, relative 
humidity, and the u- and v-components of the wind. 

 

Figure 8.  A scatterplot for temperature analysis at the 
surface from a WRF model run. 

Bias line plots covering the 24-h forecast duration may also be created for the same parameters. 

10. Mobile Version of MET 

Initial testing is also underway to provide mobile access to MET.  With such a capability, a client 
could easily ascertain which model (or model ensemble) is handling recent weather conditions 
best and could then proceed to use that model (or model ensemble) output as input to a decision 
aid being used in the field.  A Wireless Application Protocol (WAP) gateway is employed to 
allow a cell phone to communicate with the server.  The WAP gateway chosen is an Open 
Source package created by Kannel (kannel.org) and runs on a Linux server.  Figure 9 shows how 
a WAP stack is used as the protocol between the cell phone and the WAP gateway and contains 
only a few bytes per request for efficiency.  The WAP gateway then translates requests to HTTP, 
allowing it to communicate with any HTTP server. (10) 
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Figure 9.  Schematic illustrating communications between mobile 

Figure 10 shows the graphic displayed on a cell phone when the user
to optimize for, in this case, temperature.  WML cards generate the im
display.  The mobile client is able to reach the HTTP server via the K

Figure 10.  Screen portion of a cell phone showi
the WML card as it requests a model 
parameter to optimize for from the 
wireless implementation of the MET.
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11. Conclusions 

A MET has been built that allows a user to execute MM5 and WRF model runs on a Linux 
cluster, and analyze and display the results.  JSP in conjunction with JSF, provide the control of 
the execution and display.  These models may be run standalone or as ensembles.  In addition, 
the user has the option of assimilating raobs and surface data.   

Future enhancements to MET will include adding the ability to assimilate satellite data (for 
example, water vapor data from a Global Positioning System) into model runs, plus completing 
the “mobile MET” capability.  Also, the capability for MET to gather its requisite data files from 
a Java Space on demand will be built. 

With this initial MET prototype, the user has a platform to examine the quality of MM5 and 
WRF output in various model configurations.  The challenge in running mesoscale models is to 
minimize run times, so faster platforms are always being sought out.  The 32-node Linux cluster 
is relatively powerful; however, when all possible model configurations within MET must be 
run, run times become quite large.  Thus, more powerful, possibly heterogeneous compute 
platforms will be sought out for future versions of MET.   
  
The “mobile” version of MET provides a methodology for a user to access MET from remote 
locations.  However, the extremely limited screen area of a cell phone is problematic, so new 
entities, such as Personal Digital Assistants, are being investigated for the display of MET 
graphical products. 
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AVN Aviation Model 

API Application Programming Interface 

GRIB Gridded Binary 

HTML Hypertext Markup Language 

JAXP Java API for XML Processing 

JSF  Java Server Faces 

JSP  Java Server Pages 

MET  Model Evaluation Tool 

METAR Meteorological Aerodrome Report 

MM5  Mesoscale Model Version 5 

MRF  Medium-Range Forecasting Model 
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RFC Request for Comment 

URI Uniform Resource Indicator 
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WAP Wireless Application Protocol 
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WRF   Weather Research and Forecasting model 

XML Extensible Markup Language 

XSL XML Stylesheet Language 
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