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# The Performance Improvement of the Lagrangian Particle Dispersion Model (LPDM) Using Graphics Processing Unit (GPU) Computing

**Abstract**

The Lagrangian Particle Dispersion Model (LPDM) simulates the ensemble average transport of aerosols and gases in turbulent wind conditions. Many atmospheric transport and dispersion models, such as LPDM, can take multiple hours to complete execution, which makes them not useful for rapid release and planning purposes. This report documents the implementation process of integrating the LPDM code with graphics processing unit (GPU) computing technology to improve its performance. As a result, the execution time of the GPU-accelerated LPDM application was much faster than the original LPDM application.
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1. Introduction

Atmospheric transport and dispersion models are used to predict downwind hazards associated with the release of hazardous materials. However, many of these models may take many hours to run a single simulation on the computer’s central processing unit (CPU), which makes them not useful in emergency response situations. In order for these models to be useful for rapid release and planning purposes in the battlefield, their applications and simulations must be performed in a short time frame.

The Lagrangian Particle Dispersion Model (LPDM) is an atmospheric transport model that simulates the ensemble average transport of aerosols and gases in turbulent wind conditions. Both the mean wind advection and the turbulent diffusion processes are considered in this model. The diffusion by the turbulent wind is simulated with a Gaussian random process, which is the most intensive portion of the model computation. Consequently, this can cause the model to take a long time to produce a single simulation. Therefore, graphics processing unit (GPU) technology was explored and utilized to increase the performance of the LPDM’s code so simulations could be performed in a shorter time period, thus becoming more useful on the battlefield in the future.

GPU computing is the usage of a GPU together with a CPU to accelerate compute-intensive software applications. The purpose of this document is to describe the implementation process of integrating GPU computing technology with the LPDM code. During the experiment, the LPDM code was successfully integrated with GPU computing technology with few modifications to the original code. The execution time of the GPU-accelerated, LPDM application was much faster than the original LPDM application.

2. GPU and Development Environment

In GPU computing, the compute-intensive portions of the application are offloaded to the GPU, while the remainder of the application code runs on the CPU. As shown in Fig. 1, the CPU consists of a few cores, whereas the GPU has a massive parallel architecture consisting of thousands of cores designed for processing multiple processes or tasks simultaneously and more efficiently. As a result, this allows a GPU-accelerated application to run much faster than a CPU application.
The code of the original LPDM application was developed in Fortran 90. Therefore, the Portland Group Inc. (PGI) Fortran compiler version 16.10.0 was used to compile the LPDM code during the experiment. One of the main goals was to incorporate GPU computing technology into code with few modifications to the original code. The US Army Research Laboratory’s (ARL) high-performance computer, Excalibur, located at the ARL Department of Defense Supercomputing Resource Center (DSRC), was used for its GPU computing capability during the experiment. It has Nvidia Tesla K40 GPU accelerators containing 32 GPU nodes consisting of 1024 cores.

CUDA is a parallel computing platform and application programming interface (API) model that was created and designed by Nvidia to give direct access to the GPU for general purpose processing. CUDA is designed to work easily with multiple programming languages, including Fortran. CUDA is a heterogeneous computing platform in which both the CPU and GPU are used, where the host refers to the CPU and its memory and the device refers to the GPU and its memory. The host manages memory for both itself and the device. It also launches kernels, which are subroutines executed on the device, and these kernels are executed by many GPU threads in parallel. During this experiment, the GPU-accelerated LPDM code used CUDA 7.5 for Compute Capability 3.0 with 16 GPU blocks and 128 threads per block. Thus, there were 2048 active threads executing in parallel on Excalibur, which assisted in improving the code’s performance.

CUDA also supports simple programming frameworks like OpenACC (for open accelerators). OpenACC is a programming standard designed to simplify parallel programming for CPU/GPU systems with little programming effort. OpenACC provided the necessary framework to parallel the LPDM code with very few
modifications to the original code by simply using compiler directives. CUDA and OpenACC were successfully utilized to integrate GPU computing into LPDM code, which will be discussed in the next sections of this document.

3. Performance Profiling

The first and most important step in trying to parallelize the LPDM code was to assess and identify the locations or functions in the code responsible for the bulk of the execution time. In other words, a performance profile of the application was needed to determine the hotspots and bottlenecks to maximize success. Otherwise, too much time would have been spent on parallelizing the wrong parts of the code with no improvements in its performance.

PGI’s PGPROF profiler was used to determine which parts of the LPDM code would benefit the most from GPU acceleration. This profiler is a component of the PGI accelerator compiler located on Excalibur. The baseline LPDM application used during the experiment took approximately 8 minutes to complete execution on the CPU. As shown in Fig. 2, the Gaussian process function, gaussdev(), located in the LPDM code is taking most of the execution time according to PGPROF profiler. There are multiple recursive calls to this function in the code, and therefore it was determined that this function would benefit the most from GPU acceleration.

```
 36.81%  187.716s  MAIN
 36.81%  187.716s  main
19.34%  98.6435s  __fss_log_fma3
19.34%  98.6435s  __gss_log
19.34%  98.6435s  gaussdev_
17.44%  88.9122s  pghpf_rnum
16.54%  84.3316s  gaussdev_
14.44%  82.1796s  _mp_p
gaussdev_
14.44%  82.1796s  gaussdev_
13.55%  6.89095s  c_nzero4
13.55%  6.89095s  MAIN
13.55%  6.88904s  MAIN
13.55%  6.88904s  MAIN
0.00%   10.001ms  MAIN
1.24%   6.30086s  pgf90_compiled
1.11%   5.68078s  gaussdev_
0.12%   620.09ms  MAIN
0.12%   620.09ms  MAIN
```

![Fig. 2 Performance profile of LPDM application using PGPROF profiler](image_url)
4. CUDA Fortran Interface

As mentioned in Section 3, the function \textit{gaussdev} was determined to be the hotspot for the LPDM code via the PGPROF profiler. Normal (or Gaussian) distribution is commonly used in modeling natural phenomena accurately. It was discovered in further investigation of this function that it used Fortran’s built-in random number generator (RNG) to generate millions of pseudorandom numbers from the uniform distribution and utilized an algorithm to convert the numbers to the normal distribution. However, Fortran’s built-in RNG is incompatible with the GPU computing framework, CUDA. Nevertheless, CUDA provides a built-in RNG library called CUDA Random Number Generation library (cuRAND) that produces high-performance GPU-accelerated random number generation.\footnote{cuRAND provides an interface to generate random numbers all at once from within a CUDA function or kernel running on the GPU from multiple RNG distributions, such as normal and uniform distributions.}

It was determined through further investigation that the best solution would be to utilize cuRAND library via OpenACC to parallelize the code and generate millions of pseudorandom numbers from the normal distribution, since the \textit{gaussdev} function is a hotspot in the original LPDM application and its RNG is incompatible with CUDA framework. In addition, the goal of minimizing the programming effort was met by using OpenACC. During the experiment, a CUDA Fortran interface was developed that connects the CUDA code to the GPU-accelerated LPDM application via OpenACC. The code contains a CUDA Fortran device function or kernel called \textit{random_cuda}, which implements cuRAND’s built-in normal distribution RNG to generate pseudorandom numbers with mean of 0.0 and standard deviation of 1.0 on the GPU and stores them into a parameter.

The CUDA Fortran interface consists of the following 3 source code files: \textit{lagmod.f90}, \textit{called_function.cu}, and \textit{called_function.f90}. The first file, \textit{lagmod.f90}, is the main LPDM Fortran code, which was slightly modified to make OpenACC calls to the CUDA device function, \textit{random_cuda}, as shown in Fig. 3. The second file, \textit{called_function.cu}, contains the actual implementation of the CUDA device function, \textit{random_cuda}, which contains cuRAND initialization and normal distribution function calls (i.e., \textit{curand_init} and \textit{curand_normal} respectively). The last file, \textit{called_function.f90}, contains the CUDA Fortran interface module, which interfaces the main LPDM Fortran application with the CUDA device function code. All of these files were used and linked to generate a GPU-accelerated LPDM executable capable of running on Excalibur and utilizing its GPU nodes.
As depicted in Fig. 3, the original Fortran LPDM code was slightly modified to include GPU acceleration by using the CUDA Fortran interface described above. Note that this figure only shows parts of the original code that were modified to include GPU acceleration where there was a call to the `gaussdev` function in an iterative `for` loop. Since there were multiple calls to the `gaussdev` function in the code, a similar technique was used for each call of this function to further accelerate the application. However, the remainder of code was unchanged, which means that the majority of the code was still being executed on the CPU (host) and only these compute-intensive sections of the code were being executed on the GPU (device).
The typical sequence of operations for accelerating the LPDM application through the GPU is as follows:

1. Initialize host variable, $aa$.
2. Declare and allocate GPU memory for the 3 device variables: $seed$, $n$, $r$.
3. Call the CUDA device function, $random_cuda$, recursively to perform the transfer of data and execute the kernel.
4. Transfer the data results from the device to the GPU variable, $r$, using OpenACC’s $copyout$ feature. Then this variable is copied to the host variable, $aa$.

5. **Results**

As mentioned in Section 4, the CUDA Fortran interface was developed and used to generate a GPU-accelerated LPDM executable capable of running on Excalibur using its GPU nodes. In order to use the GPU nodes on Excalibur, a job script or Portable Batch System (PBS) batch script, $lagmod_interface.pbs$, was developed, so a job could be submitted to its queue to request the necessary computing resources to successfully run the executable.

The original LPDM application ran on the CPU with the execution time of 7 min and 57 s, while the GPU-accelerated LPDM application ran with the execution time of 4 min and 35 s, as depicted in Fig. 4. The GPU-accelerated LPDM code is running approximately 1.73 times faster than the original LPDM code. This proves that GPU computing technology can improve the performance of the LPDM code.

![LPDM Execution Times](image)

**Fig. 4** LPDM execution times without and with GPC computing
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Furthermore, the data results from running both the original LPDM and GPU-accelerated LPDM applications are fairly different when the RNG uses the same random seed but they are similar when the RNG uses different random seeds, as shown in Fig. 5. The results simulate comparable concentration levels of the average transport of aerosols and gases when they are released under turbulent wind conditions. However, there were some differences in the first data result due to the fact that the random seeds in the RNG for the GPU-accelerated LPDM application were the same, whereas they were different in the RNG for the original LPDM application. Therefore, different random seeds for the RNG were utilized by the GPU-accelerated LPDM application to produce the second data result shown in Fig. 5. This can possibly cause an increase in the execution time of the application. Consequently, more investigation will be needed to further optimize the GPU-accelerated LPDM application in the future since the second data results are almost identical to the results of the original LPDM application. In addition, there might be some fundamental differences in how both Fortran’s RNG and CUDA’s RNG generate their pseudorandom numbers using the normal and uniform distributions. As a result, this can also be the cause for the slight differences in the data results.

![Fig. 5 Original LPDM vs. GPU-accelerated LPDM data results](image)

6. Conclusion and Future Work

The process of integrating GPU computing technology with the LPDM application was largely successful. The main goals of improving the code performance with little programming effort was achieved by utilizing a CUDA Fortran interface via
OpenACC. The execution time of the GPU-accelerated LPDM application is approximately twice as fast as the original LPDM application.

The experiment described in this document was the first effort to integrate GPU computing technology with the LPDM application. Even though some performance improvements were achieved, other techniques for performance tuning will need to be investigated to further speed up the GPU-accelerated LPDM application in the future, especially once different random seeds in the RNG are utilized by the application (as mentioned in Section 5). These techniques include exploring other CUDA and OpenACC methods, reducing the data transfer latency between the CPU and GPU, and possibly increasing the number of threads per block on the GPU. Also, since Excalibur only has CUDA 7.5 available to use at this time, it would be good to try a newer version of CUDA in the future to determine if there is further performance improvement. In addition, the concept of using GPU computing technology to improve the execution time of atmospheric models could possibly be applied to many other models, such as the Atmospheric Boundary Layer Environment (ABLE) model, in the future. More importantly, the experiment described in this document demonstrates that GPU computing technology could possibly provide a method for significantly decreasing the execution times for various atmospheric and weather models, which could be used for rapid release and planning purposes in the battlefield.
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