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I. Abstract  

This report documents the process of researching and outlining the foundation for an experiment 
on a military, low-bandwidth radio network. Background research was done on the existing 
literature on the self-similarity of civilian networks, focusing not only on the mechanisms and 
mathematics that prove the existence of self-similarity (the Hurst parameter) but also on the 
physical causes for that self-similarity (e.g. queue size, user "think time," protocols, etc.). 
Implications of the new information on network self-similarity imply a possibility of new 
processes in analyzing the data. Foundations were laid for a future experiment to investigate the 
effects of a self-similar model on a network consisting of SINCGARS military radios.  

II. Introduction:  

The purpose of the research was to lay the foundation for a future experiment. In 1994, 
ARL performed a number of radio network experiments. This included a BRL Memorandum 
report BRL-MR-3978 that investigated the effects of message length, message arrival rate, and 
frequency hopping on a small combat radio net. This resulted in the conclusion that the 
TACFIRE protocol could not accommodate the most severe of the data rates expected of the 
AFATDS. The traffic distribution was based on the Poisson model.  

Recent work has found, however, that network traffic is not based on a standard Poisson 
distribution but is instead self-similar in nature, with long-range dependence.  This throws an 
uncertainty over the original SINCGARS/TACFIRE experiment, as the testbed was essentially 
running a Poisson distribution and was a queued network. The seminal work that suggested a 
self-similar model might affect the possible network was Leland's (et al.) "On the Self-Similar 
nature of Ethernet Traffic."  

This implies that certain conclusions in the original experiment may be affected with the 
adoption of a new model. Self-similarity, as shown in the original Bellcore traces, had affected 
the network management of other computer networks. There is no existing research on the effect 
of a self-similar traffic model on a low-bandwidth military radio network. Network management 
may be affected in such a network. Self-similar modeling provides more accurate results. The 
importance of the research lies not only in the field of network management but also in the 
purpose of the radios. SINCGARS is meant to be used in combat. Correct modeling and analysis 
must be used in order to provide proper data in order to avoid confusion on the front.  

III. Background  

Initial training for the research came in the form of a "crash course" in computers and 
computer networks. Among the resources consulted were Tanenbaum's Computer Networks [3], 
MCSE Certification books for Dummies, and practical experience on a Linux network. Also 
consulted were resources on statistics and SINCGARS radios. Following this process, I reviewed 
the Memorandum Report on the original AFATDS experiment (BRL-MR-3978) [1]. The 
summary of that report is as follows, taken from the technical note:  
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This experiment was designed to investigate the effect of message length, message arrival rate, and 
frequency hopping on the "throughput and delay of a small combat radio net." The combat net used the Tactical Fire 
Direction System (T ACFIRE) protocol, the Single Channel Ground and Airborne Radio System (SINCGARS), and 
Combat Net Radio (CNR). The experiment's purpose was to determine "the degree to which networks… satisfied 
the throughput and delay requirements of the Advanced Field Artillery Tactical Data System (AFATDS)." 

The experiment was configured with four Sun workstation nodes, each containing a message driver. 
"Communications loading and a data collection program to log the sending and receipt of messages and 
acknowledgements as well as information of queues" were included in the message driver. These nodes were then 
connected to Magnavox Tactical Communications Modems (TCM) which, in turn, were connected to a SINCGARS. 
The SINCGARS were preloaded with "the F200 hopset." The radios were placed no more than three feet apart in 
order to minimize error, set to low power, and used resistor loads instead of antennas in order to avoid interference.  

The following is verbatim from BRL Memorandum Report BRL-MR-3978:  

Four values within the range of the reported potential message rates were selected to emulate the rate of user generated 
messages as well as the user's system response to incoming messages. For this experiment, the arrival rate, λ, represented the 
total number of messages generated by all the nodes during the hour and queued for transmission on the net, not the number of 
messages actually transmitted during the hour. A scenario generator was written to create "messages" of character strings of a 
specified length and rate over a one hour period. In this baseline experiment message priorities were not considered. [1] 

The TACFIRE protocol requires an acknowledgement of the receipt of the message from the remote receiver. If this 
is not received, the message is sent again. In this experiment, a limit of three retransmissions (after the original 
message transmission) was imposed for each message. If acknowledgement of the message had still not been 
received after four transmissions, the message was discarded.  

The numbers of messages generated for transmission by the nodes (X1, X2, X3, X4) were "assumed to be 
mutually independent Poisson distributed variables, Xi, with parameter λi." It was stated that the "arrival rate of 
messages for transmission to a network is the sum of the message arrival rates of each node on the network." This 
same theory allowed the equal distribution of the "total expected loading among the four nodes during the 
experiment."  

A network monitor contained a graphical display that illustrated the messages and acknowledgements 
transmitted between nodes, dynamically changing queue sizes, and network utilization for 15 second intervals 
during the experiment. "A message was assumed to enter network service when it reached the modem." 

Two experiments were performed: one utilizing single channels, another for frequency hopping. Two 
factors in each of the experiments included the message arrival rate at 100, 250, 350, and 500 per node per one hour 
test cell and message lengths at 48, 144, 256, and 352 characters. Ultimately, there were 16 various test 
combinations. "These 16 test combinations were divided into blocks of size four, and the four blocks were run over 
a four day period." This was done because it was decided that the "shortest reasonable time to test anyone of the 
sixteen test combinations was one hour," and 16 hours could not be reasonably run in one day. The experiment was 
replicated three times.  

Several statistical methods were employed in order to analyze the data garnered. These included the 
analysis of variance (ANOVA) and the Smirnov Nonparametric Test. The tests investigated the significance of 
difference among multiple sample means and tested the difference between single channel and frequency hopping 
data, respectively. It was found that both message length and arrival rate (how many messages were queued for each 
node) had "statistically significant effects on throughput, " with message length being the more significant of the 
two factors. There were no significant differences between the three replications of the experiment.  

It was found that the increase in message length led to an increase in throughput and an increase in arrival 
rate, attributed to the increase in volume of data being sent across the network. The only meaningful change was 
found between the 400 and 1000 message arrival rates, after comparison of the change in mean throughput for the 
"different levels of message arrival rate for each level of message length." The small changes of mean throughput 
for arrival rates of 1000 and above indicate a lack of significance of a relationship between message lengths and 
arrival rate. "This is probably because with an arrival rate of 1000 and above, the queues were generally building, so 
network throughput reached its maximum." The network did not reach its maximum with arrival rate of 400 because 
the queues were generally empty. The increased messages reflected increased queue size, not throughput. The 
relationships outlined above can be seen on Figure 9, on page 18 of the report. It shows that an increase in message 
length led to greater queue delay. "Loading the system with more messages only increased the queue sizes, not the 
throughput. "  

Further delays occurred and can be explained through the nature of the system. 
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"In this system, when a node has a message to send, it senses the net to determine if it is idle. If it is, the node 
waits a fixed amount of time, called the Net Access Delay (NAD), and senses the net again. If the net is still idle, the 
message is transmitted. Different NADS are assigned to each node to minimize the possibility of message collisions. 
The NADS should be as small as possible to minimize the delay; but the differences between NADS should be large 
enough to prevent collisions. In the experiment, NADS of 1,2, 3, and 4 seconds were assigned to Nodes A, B, C, and D, 
respectively." [1]  

TACFIRE protocol NADS are assigned according to priority, with a primary and secondary delay. The 
secondary NAD comes into effect after the original transmission has been sent in order to avoid monopoly of the 
net. "In conditions of heavy traffic, however, the two nodes with the smallest NADs will alternate transmitting, 
locking out the other nodes. The Magnovox TCMs did not implement two NADs per node. As a result, Node A 
monopolized the net when the traffic was heavy."  

It was found that at 1000 messages per hour and beyond, queues are saturated. At 1000 msg/hour, "Nodes 
A and B again experienced only slight delays; however, the delays increased drastically as a function of message 
length at Nodes C and D." While Nodes A and B transmitted their queued messages, Node D had only sent 238 of 
its 250 messages at the end of the hour.  

Further message and acknowledgement failures were also found. "The figures show that, even in the 
pristine environment of the experiment some tries and acknowledgements did fail." Graphical analysis of the data 
shows that short message tries failed more often than longer tries. "This indicates the errors observed were not the 
result of the bit error rate but were probably protocol related." A 1 second difference existed over all message length 
in round trip delay.  

An excursion test was conducted in order to "eliminate confounding the effects of these possible causes of 
message failure." Failures resulting from erroneous detection of net idle times were removed. "One arrival rate, 1000 
msg/hr, was selected and both FH and SC modes were tested, using the same four levels of message length in the 
full-scale experiment." The excursion test helped determine that the cause for the delay was the "erroneous detection 
of net idle times."  

Conclusions garnered from the experimentation included the statement that  

"the results have shown even best case conditions to be worse than assumed in previous modeling efforts. The 
probability of messages failing was around 6% for SC transmissions. The effects of frequency hopping were 
substantial, doubling the number of fai1ed message transmissions. Average throughput never exceeded 648 bps. In FH 
mode, it never exceeded 566 bps. If the Hamming code is considered overhead, the maximum throughput dropped to 
378 bps for SC and 330 bps for FH. Utilization never exceeded 81 %. Network delays were always more than twice the 
message transmission time… This study leads us to conclude that the tested TACFIRE protocol at 1200 bps over a 
combat net radio channel cannot accommodate the most sever of the expected data rates of AFATDS." [1]  

This experiment can be considered the precursor of the current planned study. Once acquainted 
with the initial experiment, a literature search was embarked upon in order to lay the foundation 
for the significance of a self-similar distribution as opposed to a Poisson-distribution model.  

Other facts were needed before I could reasonably parse the IEEE papers; namely, I had 
to know terms such as TCP/IP, Ethernet, OSI stack, UDP, etc. Therefore, some time was spent 
reading resources on networking. Important network information resources included 
Tanenbaum's Computer Networks [3]. I learned to acquire a more or less detailed knowledge of 
lnternet protocols, stacks, and bandwidth. It was necessary to know the differences between an 
Ethernet network, an ATM network, and one that depended on circuit switching (most dial-up 
connections).  

To understand the hardware basis of the study, I was able to "dissect" an old Intel 8088 
motherboard in order to gain a better understanding for the mechanics of computing. As a result, 
I gained knowledge on the construction and workings of a personal desktop computer, albeit an 
"antique."  

Certain mathematical terms also had to be understood as well. This included the 
understanding of the Hurst parameter (and/or exponent), which was used to determine the degree 
of self-similarity of a given time series. That is, if the distribution had a Hurst parameter of 
between 0.5 and 1, it was self-similar. An elementary understanding of probability was also 
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useful, as was the understanding of the Random Walk problem. A rudimentary understanding of 
other statistical processes were also acquired, as will be outlined later.  

IV. Involvement  

The crux of my involvement included the necessary literature search and review, as well 
as the learning of pertinent background facts on networking, protocols, and statistics. Once given 
the purpose of the study, I was able to review each resource garnered from the IEEE database in 
order to search for relevant information on the problem at hand. After sifting through numerous 
abstracts, I extracted the most relevant from the group and began to build a base on which the 
future experiment could rest.  

I was able to gather enough resources to lead to suppositions on the self-similarity of a 
network, specifically, throughout all the layers in the OSI stack. This will be discussed later. 

Further contribution to the project includes the co-authorship of an ARL  
Technical Note detailing the most relevant results of the literature search, summarizing the 
previous experiments on the subjects, and outlining several implications of the self- similarity 
within the different layers of the OSI (Open Systems Interface) stack.  

Although the actual experiment was not performed during the duration of my 
apprenticeship, my involvement helped consolidate a body of knowledge on which the future 
experiment could be designed and analyzed. The Technical Note was not meant to be a 
conclusive paper-rather, it was meant to be a conceptual one. The research was also not meant to 
be conclusive but to provide a given background for the future experiments.  

V. Conclusion and Future Work  

The results of the literature searches formed the basis for the planned experiment. The 
literature described anew relationship, that of self -similarity, within the traced traffic of various 
networks. The visual "proof' of the self-similarity may be found in Leland's paper [2]. Self-
similarity is then defined as the continued uniformity of data over widely differing time scales. In 
the Bellcore instance, it was a time scale that differed from 100 seconds to .01 seconds. 
Mathematical and statistical properties of the self-similarity within the data were also discussed, 
as were possible traffic models that were better suited to the traffic than the previously used 
Poisson and Markov Modulated models.  
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Fig. 1 The Bellcore self-similar trace and the traditional model [2]  

 

 

 

 

 

 
 
Other products of the literature search often included statements on the causes and the 

effects of the self-similarity in network traffic. Crovella's paper states how the self- similarity of 
traffic on the World Wide Web may be caused by the "underlying distributions" of document 
sizes, caching, user preference, and “think time." Other papers, such as Park's and Peha's papers, 
imply that the self-similarity is caused also by the protocol used by the hosts to transmit data. 
Park's paper attests, for example, that self-similarity is found only in TCP (Transfer Control 
Protocol) suites, and not in UDP (User Datagram Protocol) [5]. It attests that TCP exhibits self-
similarity and long-range dependence on differing time scales because of its use of reliable and 
flow control mechanisms. UDP, on the other hand, shows no long-range dependence because it  
requires no headers and does not guarantee the arrival of data. Unlike TCP, UDP sends out the 
packets and does not wait for their acknowledgement. Therefore, there are no retransmissions 
and no control.  

More papers focused on constructing models based on the new self-similarity paradigm. 
It was found that the 1/0 requests of a disk drive were also self-similar, implying further that the 
self-similarity was injected into every layer of the OSI stack [7]. Other papers described the 
mathematics used in the analysis of the new models and/or the gathered traffic.  

These mathematical processes are listed below:  

Four methods exist to determine the self-similarity of a given data set.  
1.   Variance time-plot: The variance time plot "relies on the slowly decaying variance of a self-similar series. The 
variance of X(m) is plotted against m on a log-log plot; a straight line with slope (-β) greater than -1 is indicative of 
self-similarity, and the parameter H is given by H=1-β/2." [4]  
2.   R/S plot: The R/S method "uses the fact that four a self-similar dataset, the rescaled range or R/S statistic grows 
according to a power law with exponent H as a function of the number of points included (n). Thus, the plot of R/S 
against n on a log-log plot has a slope which is an estimate of H." [4]  
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3.   Periodogram: The periodogram method "uses the slope of the power spectrum of the series as frequency 
approaches 0. On a log-log plot, the periodogram slope is a straight line with slope β-1=1-2H close to the origin." 
[4]  
4.   Whittle estimator: Unlike the preceding three methods, the Whittle estimator provides a confidence interval but 
is not as useful in exposing faulty assumptions. The drawback for the Whittle estimator is that the "form of the 
underlying stochastic process must be supplied." The methods cited for supplying this are there fractional Gaussian 
noise (fGN) with parameter 1/2<H<l, and fractional ARIMA (p, d, q) with 0<d<1/2... These two models differ in 
their assumptions about the short-range dependences in the datasets; FGN assumes no short range dependence, 
while fractional ARIMA can assume a fixed degree of short-range dependence." [4]  
5.   LLCD plots: Among other methods, the log-log complementary distribution plots (LLCD) are used to "assess 
the presence of heavy tails" in data. An approximately linear relationship over a significant range of at least three 
orders of magnitude is needed in the tail. [4 ]  
6.   Hurst parameter: The Hurst parameter H expresses the speed of decat of a time series' autocorrelation function. 
"As H---> 1, the degree of long-range dependence increases. A test for long-range dependence in a time series can 
be reduced to the question of determining whether His significantly different from 1/2." [5]  

It was implied through the literature that the OSI stack exhibited self-similarity not only in one 
level but in all its layers. It was conjectured that self-similarity was "injected" into each layer as a 
function of the individual activity going on at each level. It was implied that each layer had to be 
considered when discussing the self-similarity (and its management implications) of the network 
as a whole. This provided a marked departure from the aforementioned literature in that it 
considered the analysis of self-similarity not only in terms of individual processes but in the 
interaction of many different, disparate factors. It was decided that the independence of each 
stack was yet to be analyzed and investigated. Thus, investigation of the separate layers of the 
OSI stack had to be carried out (fig. 2). 
 

Application layer 

Presentation layer 

Session layer 

Transport layer 

Network layer 

Datalink layer 

Physical layer 

Figure 2. The OSI stack [3] 
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The OSI stack's application layer complies with the statement from the literature 

described above that heavy-tailed files lead to long-range dependence. The presentation and 
session layers are affected by the I/O self-similarity requests of the storage devices [7]. The 
transport layer is affected by the reliability and flow control mechanisms placed upon it by the 
TCP protocol (as well as other protocols that require acknowledgements). Because of the 
constant injection of self -similarity into the stack, as well as the recorded effects of the 
differences protocol may give, it has been conjectured that even a Poisson distribution may 
appear to be self-similar given the effect of the different factors that may cause self-similarity.  

These implications form the basis of the concepts to be published in the Technical Note. 
Questions on the applicability of self-similarity on the low-bandwidth networks still need to be 
addressed. They engender the idea that anew experiment, both theoretical and experimental, may 
be carried out by ARL in next year's time frame in order to evaluate these same concepts. 
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