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1. INTRODUCTION

Background of Robotics Collaborative Technology Alliance Program

The United States Army Research Laboratory (ARL) issued a Program Announcement (PA)* on
February 2, 2009 which solicited proposals for a new fundamental research program entitled the
Robotics Collaborative Technology Alliance (RCTA) in order to help fulfill the research and
development goals of the U.S. Department of the Army. The stated purpose of this Alliance is to
“bring together Government, industrial, and academic institutions to address research and
development required to enable the deployment of future military unmanned ground vehicle
systems ranging in size from man-portables to ground combat vehicles.” The PA identified four
key technology areas expected to be critical to the development of future autonomous systems,
namely:

Perception

Intelligence

Human-Robot Interaction (HRI)

Dexterous Manipulation and Unique Mobility (DMUM)

It further emphasized the overlap and interplay among these technologies and the need to better
understand their interactions through relevant integration and assessment activities.

To accomplish this mission, the PA called for the formation of a “consortium of a small number
of industrial and academic institutions acting as equal partners in a research enterprise.” The
Consortium is to conduct both basic research? and applied research®. It is expected to partner
with ARL and other Government agencies to advance technology by formulating and executing a
number of individual, but coordinated, research tasks.

The PA calls for the preparation of a proposed Annual Program Plan (APP) for the research in
each year of the RCTA program. The APP provides a detailed plan of research activities, down
to the task and even subtask levels. Each year’s APP is to be presented to the Research
Management Board (RMB) for comments and suggestions.

This document is the proposed 2012 APP, which consists of six sections. The first section is an
introduction which presents the vision of the RCTA, the barriers to achieving that vision, and the
primary technical thrusts we are undertaking to overcome the barriers. The introduction also
provides a brief overview of each research thrust as well as shows how the thrusts map to the
four technology areas identified above, summarizes the process of integrating research outcomes
and assessing progress, and shows the relationship of the research to military needs. Section 2

Yhttp://mww.arl.army.mil/imww/DownloadedInternetPages/CurrentPages/CTA/Documents/ROBCTAFINALPA11
FEBOQ9.pdf

2 funded by Project H09 of Program Element (PE) 0601104A

® funded by Project TS2 of PE 0602120A
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through Section 5 of the APP describes in detail the research by technology area, down to the
task and subtask levels. These sections specifically identify the state of the art related to each
research task, describe how the present research moves beyond the state of the art, and identify
metrics and goals that quantify the progress toward achieving the research goals. Finally, Section
6 describes the detailed plans for integrating research outcomes in order to achieve needed
capabilities that overcome the barriers to our vision for autonomous ground systems.

Vision of the Robotics CTA

Unmanned systems have begun to have a significant impact on warfare; for example, unmanned
drones providing sustained surveillance, swift precise attacks on high value targets, and small
robots being used for counter-IED missions. While unmanned and highly complex, these systems
are still generally remotely piloted systems, reliant upon near-continuous control by a human
operator and vulnerable to break-downs of communications links. The future for unmanned
systems lies in the development of highly capable systems, which have a set of intelligence-
based capabilities sufficient to enable the teaming of autonomous systems with Soldiers. To act as
teammates, robotic systems will need to reason about their missions, move through the world in a
tactically correct way, observe salient events in the world around them, communicate efficiently
with Soldiers and other autonomous systems, and effectively perform a variety of mission tasks.
These capabilities certainly do not need to be at a human level, but they do need to be at a level
that moves well beyond the current state of tele-operation or closely supervised autonomy.

More specifically, our vision is one where robotic systems have greatly enhanced capabilities in
the following five problem domains:

Adaptive Tactical Reasoning. In our vision, robots understand the concept of a mission or task,
including stages of progress and measures of success. They work with Soldiers, using the shared
concept of METT-TC — mission, enemy, troops, terrain, time, and civilian considerations. They
generate tasks to accomplish the mission at hand, reacting appropriately to unforeseen events.
They understand their teammates, human or otherwise, and what they need to know during the
mission. They make clear distinctions among teammates, adversaries, and non-combatants. They
are able to learn from experience, including their own mistakes, generalizing appropriately from
specific examples.

Focused Situational Awareness. Future autonomous ground systems maintain situational
awareness (SA) that is relevant to the current task and the larger mission. They monitor friendly
forces and neutrals and look for threats. They contribute to the general SA of the unit, looking
for any salient unexpected events. They continuously predict the future situation so they can
better detect anomalies and learn from experience.

Efficient Proactive Interaction with Humans. In our vision, robots interact with each other and
especially with Soldiers in an efficient and proactive way relevant to the evolving situation. They
receive, understand, and acknowledge orders, asking for clarification if needed. They send
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relevant messages to their teammates about salient events, using whatever communication means
are available. They also receive and understand messages about unfolding events from others
and, thus, are able to take any needed actions. They have little or no need for operator control
units (OCUs), instead working with Soldiers as team members utilizing the same modes of
command and control that Soldiers use among themselves.

Safe, Secure, and Adaptive Movement. We envision robots that move on orders or their own
initiative from one tactical position to the next with little or no reliance on metric inputs such as
GPS. They can move, as Soldiers do, to semantically described locations (e.g., “third building on
the left after the next intersection”). They also move safely in the presence of people, vehicles,
and even animals. They move securely in the context of the current METT-TC, moving with
speed or stealth as appropriate. Additionally, they move in a manner that is adaptive to both
natural and cultural terrain, including hills, rocks, mud, ice, walls, vehicles, tunnels, and other
features.

Interaction with the Physical World. Finally, in our vision, robots are able to observe objects
at close quarters to enable 3D interaction with them. They pick-up and move objects, either upon
semantic direction or their own initiative. They use tools as necessary for digging, cutting,
drilling, etc. They also manipulate doors, windows, hoods of vehicles, etc. as needed to gain
access to buildings, vehicles, or confined spaces to execute their missions. They have the
dexterity to manipulate a small wire, the strength to pick-up heavy objects, and the range of
motion to reach around obstacles. While interacting with the physical world, they can learn, for
example, that an object is deformable.

We use a convenient anthropomorphic shorthand — “Think,” “Look,” “Talk,” “Move,” “Work” —
to encapsulate these five capability building blocks.

Technical Barriers to the Vision

The above vision is an appealing one that promises very great capabilities for future autonomous
systems. However, there are significant technical barriers to each envisioned capability. Here, we
examine them in turn.

Think. Adaptive tactical reasoning requires both declarative and procedural knowledge with
which to reason. Neither exists in current systems, which generally have no data structures for
mission level information. Tactical reasoning also requires some kind of model of the other
members of the team, both human and robot, so that reasonable predictions of expected behavior
can be made. Present systems do not take into account uncertainties in the observed world and
the very large decision space in which reasoning occurs. They are forced to reason in a
simplified world that does not match reality. Finally, their “thinking” is programmed rather than
allowing for adaptation through learning.

Look. The second capability, focused SA, requires a semantic/cognitive description of the robot’s
environment that current systems do not have. At best, current systems have a map of static and
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some dynamic obstacles to support navigation. SA also requires a sense of salience, what is
important based on a shared understanding among teammates. This sense of salience is missing
in the prevailing bottom-up approaches to autonomous perception that are not guided by context.
Another critical missing element for effective SA is the ability to learn at a “deep” level, both
offline and during operations. Better learning is needed to develop a more human-like
hierarchical understanding of object categories in the first place as well as to refine perception
capabilities in the field.

Talk. Existing robotic systems are notoriously opaque and distrusted. For example, they will
change course or simply stop during a mission for no apparent reason. They cannot explain what
they are doing, primarily because they do not have meta-cognition; in other words, they do not
have a model of their own behavior. Current systems also lack the ability to understand human
(i.e., semantic) communication of orders or other information. They correspondingly lack the
ability to formulate semantic communication to Soldiers to explain what they are doing or ask
for guidance.

Move. Safe, secure, and adaptive movement through a complex world is hampered by many
technical barriers. First, current systems have insufficient descriptions, or models, of the world in
which the robot is moving. They typically have a “green-yellow-red” map of mobility surfaces
and possibly a kinematic list of movers. Existing systems struggle to distinguish a stationary
person from a barrel or mailbox which represents very different challenges to safe and secure
movement. Useful movement is also hampered by the lack of task or mission context so that a
robot may persist in trying to reach a particular location that is not needed for the mission.
Robots also need to be able to move in crowded and unpredictable environments, where existing
algorithmic approaches are probably intractable but new learning approaches may work. They
cannot yet adapt to mobility challenges from terrain, weather, etc. by adjusting their gait or form
of locomotion.

Work. The above four capabilities (think-look-move-talk) largely enable the performance of the
main goal of the mission — the “work” the robot is to do. The work most often involves direct
physical interaction with the world: entering and searching a building or vehicle, loading and
delivering supplies, inspecting a suspected IED, etc. This direct interaction with the physical
world raises several important barriers. First, there is generally great uncertainty about the
objects with which the robot is attempting to interact; for instance, exactly what and where are
they? An object may be slippery or deformable. Also, the number of objects and the number of
degrees-of-freedom of a mobile manipulator create a state space that is intractably large.
Consequently, current approaches are almost entirely tele-operation based, with some attempts at
supervised autonomy.

The barriers described above tend to impact multiple desired capabilities of future ground robotic
systems. For example, the lack of effective semantic perception affects not only situation
awareness but also the abilities to move safely and securely, to communicate about the world,
and to interact with objects in the world. Similarly, the other barriers, while daunting, cut across
multiple capabilities; therefore, overcoming each barrier results in multiple benefits.
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Based upon the above discussion, we identify five primary cross-cutting technical barriers to
achieving our vision:

Simplistic/Shallow World Model. Existing autonomous systems fall into two categories: either
they have a world model that is at only a metric level, thus precluding any cognitive reasoning,
or they have a model that exists at only a cognitive level without physical grounding in the
metric world. Neither approach is sufficient for our vision where robots must behave cognitively
while interacting in the physical world.

Lack of Semantic Understanding. In existing systems, objects in the world are perceived
primarily or only as mobility regions, not as discrete objects of semantic and cognitive
importance. Thus, one cannot tell a robot, “Go block the back door of this building” and expect it
to do anything useful.

Scripted and Brittle Planning. Robots are almost always tele-operated or, at best, only perform
simple scripted behaviors. Scripting all needed behaviors is not tractable and does not allow for
learning new or alternative behaviors. Planning algorithms in robots work well only when the
planning space is both small and certain enough, but the real world is fraught with uncertainty
and high dimensionality. The inability to reason in complex and uncertain environments means
that users must intervene frequently in robot operations and are trapped at a close level of
“supervised autonomy.”

No Shared Understanding of Missions and Roles. Robots now are opaque and distrusted and
cannot explain what they are doing. Not only do they not know what they are doing, but also
they do not understand what their teammates are doing or what the expectations for roles and
communication are. Consequently, current systems must use tedious OCUs to bridge the
enormous cognitive gap between humans and robots.

Missing or Shallow Learning Capability. Robots now must be explicitly programmed to do
tasks, so producing the needed scope of behavior is intractable. Existing learning capability is
shallow and lacks generalization. Thus, we cannot retrain robots without bringing engineers to
the field or sending the robots back to the developer.

Figure 1-1 summarizes these barriers as columns and relates them to desired capabilities that are
listed in rows. The fact that most of the table entries are filled-in demonstrates how the technical
barriers impact many capability gaps.
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Barriers to Achieving our Vision -->

Simplistic and Shallow
World Model

Mobilty-Focused
Perception

Tele-operation or (at
best) Scripted Planning

No Shared
Understanding of
Missions and Roles

Missing or Shallow
Learning Capabilities

World Model is either at
only a metric level,
precluding reasoning, or
at only a cognitive level
without physical
grounding

Objects in the world are
perceived primarily/only
as mobility regions, not
as discrete objects of
semantic and cognitive
importance

Bots are almost always
tele-operated or at best
only perform simple
scripted behaviors --
scripting all needed

behaviors is not tractable

and

Bots are opaque and
distrusted, and cannot
explain what they are
doing -- primarily
because they don't know

Bots must be explicitly
programed to do tasks,
so itis intractable to
produce the needed
scope of behavior. Any
learning capability is
shallow and lacks
generalization

"Think" |Adaptive Tactical Reasoning
Understand ta§k§, mISSI?nS (METT-TC) Robots need to generate [Robots need to be able
Follow semantic instructions World model needs to behaviors pertinent to  |to follow instructions
Generate behaviors to achieve mission, adapting to represent concepts such achieving the mission, |given at a semantic or
changing situation as missions, tasks and adapt to changing cognitive level, not just
Understand teammates and what they need to know generally METT-TC situation "go to (x,y)"
"Look" |Focused Situational Awareness
Maintain SA relevant to current task/mission Robot should learn by
Contribute to general SA of unit World model ﬁeer to Robgt needs to Ro_bot needs to_repon on companr}g its :
- represent, maintain, contribute to the general salient observations as |observations and actions
Look for salient unforseen events monitor and correct all  |SA of the unit, noting needed to other to those of its human
Observe and report on salient activity info needed for SA salient observations elements of its unit counterparts
"Move" |Safe, Secure and Adaptive Movement
Move cognitively in relation to salient entities in the
world (as people/dogs do) wio GPS or other metric World model needs to  |Robot must perceive all |Robots must move in a Robot needs to learn
crutches store and operate upon |entities in its tactically correct manner from its movement
Move in tactically and contextually relevant manner all entities needed to environment relevant to |and react to changes in experience, whether
Adjust to mobility challenges such as terrain, weather, |relate movement to safe, secure and mission or from mobility challenges
barriers tactical constraints adaptive movement circumstances or tactical behavior
"Talk" |Efficient Interactive Communication
Receive and acknowledge semantic instructions Robot needs to send and Roobot needs to receive
Explain own behavior World model needs to |information relevant and a_t_:knovvledge Robot needs to be able
- - — have shared mental based on shared cognitive-level to learn through
Report information relevant to mission models as a basis for  |perception (common instructions and similarly |cognitive-level interaction|
Seek guidance as needed human-robot interaction |ground) explain its own behavior |with human teammates
"Work" |Interaction With Physical World

Inspect and manipulate objects

Transport objects as needed

Open doors, windows, hoods, trunks, etc

Use tools as needed

World model needs to
represent wide variety of
objects to be
manipulated

Robot needs to perceive
well enough to interact
effectively with objects in
a 3D world

Robot needs to figure
out how and when to
manipulate or transport
objects as needed

Robot needs to learn
from interaction with the
physical world, e.g.,
when door is locked

Figure 1-1: Five primary barriers limit the capabilities of autonomous ground systems.

Fundamental Research Thrusts for Overcoming Technical Barriers

Derivation of Research Thrusts
Each of the technical barriers described in the preceding section has spawned one or two
technical thrusts to address and overcome fit.

1) To replace the existing shallow and simplistic world models, we are developing a hybrid
cognitive/metric world model that is the foundation for much of the work of the RCTA program.
This is the first thrust in the Intelligence technical area. The world model must simultaneously
handle both cognitive constructs, such as missions on the one hand and the details of vehicle
traction on the other. Thus, our architecture weds a top-down cognitive/deliberative framework
to a bottom-up algorithmic/reactive framework and joins them in the middle via statistical
reasoning to manage uncertainty. The world model must ultimately include most or all of the
following elements:

~l

management system (RDBMS) techniques to form a Hybrid Database.
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e Long-term declarative memory which integrates, fuses, and infers from multi-sourced
data (perception, semantic relations, a priori, training data, teammate knowledge) across
time and space.

e End-to-end support for multi-hypothesis classification and reasoning.

e Prediction: how does the world change due to action X? Inclusion of time in planning
cycles.

e Internal data structures to optimize memory and CPU usage to support task-based focus
of attention.

e Merging of a priori GIS and sensed metric data.

e Resolution independent storage.

e Support and enable learning.

e Using Shared Mental Models to maintain context and state within a team while
minimizing bandwidth.

2) To provide a much more complete description of the world in which a robot moves, we are
developing a Perception approach that labels the environment semantically. This semantic
labeling can then populate the world model at a cognitive level suitable to support higher-level
reasoning. We have identified two related thrusts in semantic perception — one focusing on static
scene understanding and the other on dynamic understanding and prediction.

3) To move beyond tele-operation and scripted behavior, we have three thrusts in adaptive
behavior generation. All of these thrusts have a large focus on dealing with uncertainty. In the
Intelligence technical area, the first thrust uses cognitive reasoning approaches to generate
adaptive tactical behaviors like searching for an alternative method to enter a building if the first
one fails. In the DMUM area, the second thrust enables adaptation to challenges encountered
while interacting with the physical world; for example, changing gait in response to slippery
conditions. A third thrust supports both high- and low-level planning: it seeks to overcome the
barriers posed by a world that is fraught with uncertainty and complexity. When a high-DOF
manipulator needs to grasp an object of uncertain size, shape, and position, the state space
quickly becomes unreasonably large. This thrust seeks to bind the state space through better
reasoning and sensing. Related work in world modeling tries to bind the problem using new
representations of the state space.

4) To make robots more trusted partners, we have two thrusts in the area of transparency and
meta-cognition. The intra-team cognition thrust, in the HRI area, develops shared mental models
to provide common ground and a basis of higher trust. In the Intelligence area, the transparency
thrust gives the robot self-knowledge and the ability for a two-way semantic communication
with Soldiers.

5) To overcome the intractable problem of trying to program all needed behaviors, our learning
thrust is aimed at designing in the ability to learn rather than attempting ad hoc learning after the
fact. Key to our approach is the notion of deep learning — we want robots to learn at a

conceptual/cognitive level, as humans do, rather than shallow, imitative learning where the true
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lesson may be missed. This deep learning enables better generalization so the robot can more

readily learn in novel situations.

Figure 1-2 summarizes the barriers we have identified as well as the new approaches we have
taken to overcome them. The table also lists the research thrusts we have defined within the

technical areas of Intelligence, Perception, Human-Robot Interaction, and Dexterous
Manipulation and Unique Mobility.

~l

Barrier

Research Thrust

Research Elements

1) Simplistic and
Shallow World Model

Cognitive-to-Metric
World Model

New Intelligence
Framework (Intelligence)

2) Perception Limited
to Generic Obstacle
Detection

Semantic Perception
using Bottom-up
Context and Top-down
Guidance

2a. Terrain and Object
Classification,
Identification and
Reasoning (Perception)

2b. Activity Detection and
Understanding (Perception)

3) Scripted, Brittle
Planning

Adaptive Behavior
Generation From
Reasoning with
Uncertainty in Very
High-Dimensional
Cognitive and Metric
State Spaces

3a. Cognitive Reasoning
and Behavior Generation
for Tactical Missions
(Intelligence)

3b. Behavior Generation for
Manipulation (DMUM)

3c. Adaptive and Unique
Mobility Behavior
Generation (DMUM)

4) Missing or Shallow
Learning Capabilities

Deep Learning
Coupled to
Hierarchical World
Model

Learning and Adaptation
(Intelligence)

5) No Shared
Understanding of
Mission and Roles

Shared Mental Models
Based on Cognitive
World Model

5a. Intra-Team Cognition
(HRI)

5b. Common Ground for
Shared SA (Perception)

Figure 1-2: We have defined new approaches for the five main barriers to
autonomy, which lead to nine inter-related research thrusts.
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Foundational Capabilities of Autonomy ] o
6) Teaming Capabilities

- 5) Meta-Cognition 6a. Social Dynamics
4) Machine Modeling, Simulation, and
Learning 5a. Shared Mental Models Experimentation
5b. Common Ground for SA
Off-line 6b. Soldier-Robot Team
Inthe field T Communications
3 l
_| 1) Cognitive/Metric |_
World Model
[ Y 7) Autonomy Enhancements
: 3) Adaptive Behavior
2) Semantic Generation 7a. Sensing for Perception
Perception and Understanding
I~ 3a. Mission Tactical Behaviors
2a. Terrain/Object 3b. Manipulation Behaviors 7b. Mechanisms for
2b. Activity 3c. Mobility Behaviors Manipulation and Mobility

Figure 1-3: Five interrelated thrust areas (green boxes) represent the foundation of our autonomy
vision. They correspond to eight technical thrusts in our Annual Program Plan. Four additional
thrusts in the areas of teaming and enhancements for autonomy build on that foundation.

Overcoming the five barriers listed in Figure 1-2 will result in an entirely new level of autonomy
consistent with our vision. To overcome these barriers, we have taken the technical thrusts
corresponding to the green boxes in Figure 1-3. All of these approaches represent foundational
capabilities — cognitive-to-metric world model, semantic perception, adaptive behavior
generation, meta-cognition, and machine learning — which are essential to intelligent autonomy.
Without semantic perception, for example, the world model cannot be populated with
information to generate adaptive tactical behaviors. Without meta-cognition, the robot cannot
understand and communicate its role in a mission. Moreover, without learning, its mistakes can
only be corrected through intractable reprogramming.

To implement the five thrusts, we have defined ten research elements as shown in Figure 1-2.
For semantic perception, there are two elements: one in terrain and object classification,
identification, and reasoning and another in activity detection and understanding. There are three
technical components of adaptive behavior generation: one each for mission-level tactical
behaviors, for dexterous manipulation control, and for unique mobility planning. Meta-cognition
includes both team cognition associated with shared mental models and transparency that arises
from introspection.

The above five technical thrusts provide the foundational capabilities for individual autonomy
and, thus, merit the highest priority in our program plan. However, we can more fully advance
the state of the art in ground autonomy by pursuing two additional research areas — first in the
area of Soldier-robot teaming and second in hardware enhancements for improved sensing,
mobility and manipulation. Through the five thrusts, we have a solid foundation for autonomy.
The additional areas build upon that foundation. Figure 1-4 illustrates the relative investment in
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the five foundational autonomy areas, in teaming research, and in hardware research for
autonomy enhancements.

World Model
8%

"---Other w/o
Integration
18%

Learning
6%

Figure 1-4: Our Annual Program Plan for 2012 invests primarily in the foundational
building blocks for autonomy (67%).

All members of the Consortium are also making cost sharing contributions to RCTA. Through
this cost share, they are contributing platforms, simulation software, in- kind research,
workshops, seminars, and short courses for the benefit of the entire Alliance.

Through the teaming research area, we will capitalize on the benefits of autonomy as well as test
and refine it. To achieve this teaming capability, we have identified two components as indicated
by the yellow boxes along the right side of Figure 1-3:

e Social dynamics modeling, simulation, and experimentation
e Soldier-robot team communication

The second additional area enhances the foundational capabilities previously described in two
specific ways. First, we pursue an effort in sensing focused on the specific needs of robotic

perception to enhance semantic perception. Second, to enhance the algorithm-focused thrust in
adaptive behavior generation for manipulation and mobility, we pursue applied research in the
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associated mechanisms as well as basic research in a new generation of actuation materials and

approaches.

Capability Area

Technical Approach

Research Elements

6) Soldier-Robot
Teaming

Computational Models
of Trust

6a. Social Dynamics
Modeling, Simulation, and
Experimentation (HRI)

Communication
Building on Shared
Mental Models

6b. Soldier-Robot Team
Communication (HRI)

7) Hardware

All-weather, multi-
spectral and
proprioceptive sensing

7a. Sensing for Perception
and Understanding
(Perception)

11

Enhancements to

Autonomy New forms of actuation

based on smart Manipulation and Mobility
materials (DMUM)

Figure 1-5: We have identified key supporting research in collaboration,
sensing, and actuation, which leads to four key supporting research thrusts.

7b. Mechanisms for

Thus, our primary effort is represented by the five foundational capabilities (green boxes) in
Figure 1-3 which correspond to the ten research elements of Figure 1-2. There are four
supporting, but very important, research elements as listed in Figure 1-5. All of these thrusts are
briefly summarized below. Those detailed discussions of technical research thrusts are organized
according to the four technical domains that were previously identified: Intelligence, Perception,
Human-Robot Interaction, and Dexterous Manipulation and Unique Mobility.

The third column of Figure 1-2 and Figure 1-5 identifies which of these technical domains
corresponds to each of the technical research thrusts discussed below and in the following
sections of this document.

Overview of Technical Research Thrusts

This section provides a brief overview of all technical research thrusts in our 2012 Robotics CTA
Annual Program Plan. Detailed descriptions of all research, to the task and subtask levels, is
given in Section 2 through Section 5 of this document. Figure 1-6 relates all of the tasks
described in those sections to the research thrusts previously described. Figure 1-6 also lists the
integration and assessment tasks, which are described in detail in Section 6. These tasks
combine research outcomes into integrated autonomous capabilities; they also assess the
integrated capabilities in order to measure our progress toward the goal of robotic autonomy.

These research thrusts are occurring at the basic (6.1) and applied (6.2) research levels.
Technology is first being developed through the development of basic concepts (the Basic
Research Element), then through initial implementation including laboratory experimentation in
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simulation and live environments (the Applied Research Element). This is followed by
integration onto testbed platforms for assessment in initial technology experiments conducted
using relevant environments to examine the interplay between different technology elements and
gain quantitative performance measures.
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Mega Thrust Research Area Technical Thrust Task Page Reference
Cognitive/Metric World Model |Intelligence Intelligence World Model . Framework for Intelllggnce (6',1) - 26
12: World Model and Applied Intelligence Architecture (6.2) 64
Static Understanding P3: Static Spene Un(.ier.stan(.jlng (6.1) : 178
. . . P4: Perception for Missions in Complex Environments (6.2) 201
Semantic Perception Perception - -
. . P5: Dynamic Scene Understanding (6.1) 221
Dynamic Understanding - — - -
P6: Perception for Missions in Dynamic Environments (6.2) 232
Intelligence Adaptive Tactical Behaviors 13: Combln{ng Cognitive and Erobablllstlg Reasoning (6.1) 88
14: Generating Adaptable Tactical Behaviors (6.2) 98
M1: Theory and Prinicples of Mobile Manipulation (6.1) 348
Adaptive Behavior Generation Dexterous Manipulation (Planning) |M2: Principles of Generalized Grasp Mechanics (6.1) 364
DMUM M4: High Degree-of-Freedom Dynamic Manipulation (6.2) 382
Unique Mobility (Planning) M5: Ggometrlc Mechanlcsl for Multl-mpdal Highly Articulated Systems (6.1) 388
M6: Principles of Locomation Mechanics (6.1) 401
Deep Learning Intelligence Learning 5: Lfaarnlng through Experience (6.1) 110
16: Life-long Learning (6.2) 121
Meta-Cognition HRI intra-Team Cognition Hi: Shargd Mental Modelg for Soldier-Robot (SR) Teaming (6.1) 255
H2: Situation Awareness in Human-Robot Teams (6.2) 271
Intelligence Collaborative Behaviors 19: Distributed Intelligence for Human/Robot Teams (6.1) 130
Multi-Modal Communications H4. Communication Protocol and Language Processing (6.2) 283
Teaming Capabilities HRI H5: Evaluating Tactical Command and Coordination Vocabulary and Protocols (6.1) 295
o . H8: Social Dynamics Modeling and Simulation (6.2) 306
Organizational Collaboration - - - -
H9: Social Dynamics Experimentation (6.1) 320
Perception Sensing P1: Exploiting quel Sensor Phenomenology (6.1) 151
P2: Compact, High Performance Sensors (6.2) 163
Autonomy Enhancements Dexterous Manipulation ﬁ fensqr-bised .Dchteroug Manlgtgatlon (6.2) ig
DMUM Unique Mobillity : earnlng errgln nteractions (6. .) :
M8: Dynamic Multi-modal and Reconfigurable Mechanisms (6.2) 417
Next Generation Actuation M9: Next Generation Actuators and Materials (6.1) 432
IR1: Integration, Experimental Design, and Assessment (6.1) 453
IR2: Integration, Experimental Design, and Assessment (6.2) 456
N/A Integrated Research N/A IR3: Platforms and Testbeds for Integrated Research (6.2) 479
IR4: Modeling and Simulation Environment (6.2) 485
IR5: Collaboration Software Integration (6.2) 494

Figure 1-6: The research summarized below is described in detail in Section 2 through Section 6 of this document.
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Cognitive-to-Metric World Model (1)

The new cognitive-to-metric world model is at the heart of the RCTA program. As Figure 1-3
depicts, all other elements of autonomy interact closely with the world model and indeed must
operate through it. To construct this new world model, we pursue a “best in class” approach to
architecture that weds a top-down cognitive/deliberative framework to a bottom-up
algorithmic/reactive framework and joins them in the middle via statistical reasoning to manage
uncertainty. In the current state of the art, cognitive architectures have been used to implement
sophisticated behaviors in simulation, but these simulators do not capture the difficulties of a real
robot interacting with the real world. We investigate the use of a cognitive architecture to
recognize and compensate for robot failures using a cognitive model and associated processes for
the robot and the task. The idea is to produce a robot system that does not break as soon as the
first unexpected event occurs; instead, it is able to recover and plan a workaround.

Our world model must also deal with the complexities introduced by the addition of legged
mobility and whole-body manipulation, which add multiple degrees-of-freedom beyond
traditional wheeled or tracked based systems, and with a focus on smaller platforms. We will
investigate the appropriate algebra to simplify the computations required for these systems to
interact with the environment. One potential method is to inject traditionally cognitive
capabilities into the lower level dynamic planner to allow navigation using a context-based
comprehension of the physical environment. This reflects a common theme through intelligence
— while we believe in an overall hierarchical architecture to wed cognitive/metric/physical levels,
we also feel gains can be made by applying combined techniques at the module level.

For robots to deeply understand environments, terrains, situations, and activities, they require a
broad range of data types. We employ a world model strongly tied to the robot’s architectural
framework. The world model is more than a data repository, rather an adaptive process that
answers questions about its aggregated information. It is a substrate for data from widely
distributed sources and inferring greater SA.

The use of hierarchal world models within robotics is well proven, yet implementations are
constrained to the needs of sub-specialties of robotics or for the support of specific algorithms.
Instead, we seek a cross-discipline world model capable of storing and indexing metric,
semantic, and cognitive information. The world model should support multiple capabilities for
the robot from navigation through manipulation and adaptive behaviors supplied by semantic
knowledge, learning, and cognitive control. We will investigate applying state of the art concepts
developed in the database and machine learning communities to enable a query-based world
model, feeding historically separate algorithms from a common probabilistic data store.
Assessment of this concept involves the applicability of this mechanism throughout the
intelligence architecture: providing focus of attention to perception, feeding world changes to
cognitive agents, and enabling algorithms to move beyond traditional 2D raster map-style
representations into volume and depth-based 3D.
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Semantic Perception (2)

The world model described above must be populated with information about the physical world
in which the robot resides. In current systems, this information is very high in data content but
very low in information content — the robot is often given massive sets of data such as pixels,
point clouds, and radar returns, while it actually needs much more compact information about
what objects are in the world around it and what they are doing. It is the role of Semantic
Perception, aided by the cognitive level of the world model, to provide this needed information
at the appropriate level of abstraction so other elements of the architecture can reason about
them. Cognitive guidance via the world model is critical since unaided state of the art perception
algorithms appear to be approaching their limit of performance. We divide the semantic
perception effort into components, one for the understanding of static entities and the other for
understanding activity. Supporting both components, we pursue a third, smaller focused effort to
improve robotic sensing.

Terrain and Object Classification, Identification, and Reasoning (2a)

In order to reason beyond safe driving, robots must have a detailed understanding of the world,
including a description of objects, material, and other salient features in their environment. In
addition to “naming” the entities in the scene, perception should also derive qualifiers (e.qg.,
parked car, occluded wall) and relations between scene parts (e.g., car in front of door) from
sensor data. This level of scene understanding remains a challenging problem that has focused
the attention of the computer vision community in the past decade. In particular, much progress
has been made in object recognition. But since these techniques are still brittle, we bring into
play both learning and the use of context.

One major objective of this thrust is to design efficient learning and recognition algorithms
through the use of techniques like deep inference that replace intractable global optimization
problems commonly used in state of the art vision systems by approximations that are
considerably more efficient and which, when integrated, achieve similar or better recognition
accuracy.

Another approach is to use the constraints induced by operation in a particular type of
environment. For example, we can use the known context of an urban setting to generate
accurate representations of the environment from sensor data. Here, we will incorporate facade
detection algorithms and combine the urban scene analysis tools with motion and visibility cues.
Similar context constraints can be used in other settings such as wooded terrain or indoor
settings. Major advances in scene parsing, scene surface layout analysis, and 3D reconstruction
will be combined and leveraged in a uniform framework to advance the state of the art in overall
scene understanding.

Activity Detection and Understanding (2b)

A major objective of the second semantic perception thrust is to investigate robust approaches to
detecting, tracking, and identifying objects in general configuration, to use the resulting
intermediate description to identify behaviors of individuals and groups, and to predict
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distributions of likely behaviors based on learned models. As part of this thrust, we also develop
algorithms for mid- and long-range perception, situational awareness, and recognition of posture,
body parts and gestures.

While vast literature exists in the current state of the art for short-term prediction based on
classical temporal filtering techniques, longer-term prediction of motions and behaviors remains
open, and recognition of behavioral cues has been confined to well-structured environments.

The other key factor contributing to degraded performance of current state of the art detection
and tracking algorithms is that typically environments are densely cluttered, thus causing the
perception system to lose track of the objects as they move through extended occlusions. We
plan to pursue two approaches to address this difficult problem. The first approach is an
application of our general “purposive prediction” model; the second approach is based on
forward-simulating the motion of tracked people.

Another area of research of this thrust is in pose estimation for behavior understanding. Recent
work in human pose estimation has focused on two different domains. Historically, researchers
have worked in laboratory environments, which make a variety of simplifying assumptions to
sidestep the difficulty of detecting human body parts in natural images: using multiple cameras
or active sensors, a known background, a limited known range of poses, or even motion capture
markers. In these simplified settings, researchers have enjoyed success in estimating and tracking
3D locations of joints and classifying basic actions with relatively high accuracy. However, many
of the techniques do not translate to our setting for mobile robots in complex and dynamic
environments. We propose to handle these computational barriers by using a cascade of tractable
models which successfully filter-out more and more unlikely pose configurations, allowing focus
of computation resources on the most likely models.

Also, as part of this thrust, a subtask will be recognizing a small set of actions from
“cooperative” subjects. The output of this task will be used in two ways: 1) action recognition for
the purpose of communicating with the robot, and 2) to provide data for generalizing our
prediction models to sequences of actions.

Adaptive Behavior Generation (3)

Based on the first two foundational approaches, cognitive-to-metric world model and semantic
perception, we posit that we can produce a robot that has the ability to perceive and understand
its environment and a world model in which to save and analyze that information over time.
However, in order to be useful, the robot must be able to do something. Thus, we need a
foundational capability for adaptive behavior generation. There are three fundamental types of
behavior we wish the robot to possess:

e Tactical mission behaviors — this is the macro platform level of planning or behavior

generation where the robot decides “what to do next” based on the current circumstances,
i.e., METT-TC. Such decisions include changing sensor modes and platform location to
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provide better overwatch, adjusting speed and course to avoid a pedestrian, and sending a
message with important surveillance results.

e Dexterous manipulation behaviors — this is the level of behavior where the robot interacts
directly with the physical world in order to perform tasks such as picking-up and carrying
objects, digging a hole, using tools, or opening a door.

e Unique mobility behaviors — this is the level of behavior relating to how the platform
interacts directly with the physical world in order to achieve the higher-level mission
goals. The robot may, for example, need to change its locomotion in order to climb a
wall, navigate rough terrain, or simply get through the mud.

These three behaviors share planning paradigms at an abstract level. They all involve
continuously deciding “what to do next” but in differing problem domains, timescales, and scale
sizes. Therefore, we group them together conceptually; we anticipate much synergy among the
efforts but also recognize the differences. Our fundamental approach is to focus upon the
algorithmic aspects of behavior generation while using available approaches to realizing those
behaviors through conventional actuation mechanisms.

Each behavior generation area is described in more detail below:

Tactical Mission Behaviors (3a)

To build robust tactical behaviors, we combine knowledge-intensive approaches from cognitive
architectures with algorithmic approaches from traditional robotics. To bring the two disciplines
together, we quantify, manage, and reduce inherent model uncertainty that arises in the interface
between them. Typically, in modern robotic systems, planning is always done under the most
likely hypothesis as uncertainty in perception estimates is massive, while decision-theoretic
planning with uncertainty is computationally hard. We will develop principal approaches to
planning under multiple hypotheses given by perception to support planning with uncertainty at
the algorithmic and cognitive levels. Other methods to reduce uncertainty come from defining
how the robot interacts with its environment. We devise policies for a robot to interact with an
unpredictable human behavior to result in a desired outcome. Progress will be assessed via
theoretical analysis of the performance guarantees we can provide as well as experimentation
both in simulation and on a physical platform. We will test how our approaches to handling,
reducing, and reasoning over uncertainty allow for a more robust behavior that focuses
perception efforts and produces actions in such a way as to provide a higher level of robustness.

Dexterous Manipulation Behaviors (3b)

We seek a formal understanding and framework that will enable mobile systems to perform
highly dexterous manipulation operations, including planning, perception, control, and user
interaction. A goal of this research is to provide a foundation for whole-body manipulation,
where manipulation moves beyond traditional arms to include the abilities of the platform itself
to assist with the task. For example, with the BigDog platform, we achieve added “lift
capability” by using the momentum of the arm to increase the impulse delivered to the object
being moved, much like the wind-up of a pitcher increases the ultimate velocity of a baseball
thrown at a batter. The state of the art provides examples such as the manipulator twisting a door
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knob, and the platform reverses to pull open the door. To begin moving toward this goal, we
investigate abstractions and algorithms for reduced dimensional planning for coordinated mobile
manipulation and workspace exploration.

Unique Mobility Behaviors (3c)

The next generation of mobile robots must be able to maneuver through complex three-
dimensional environments, including urban, mountain, jungle, and riverine terrain. This requires
platforms to go beyond reliance on a single, fixed mobility configuration by exploiting multiple,
innovative methods of locomotion. While some platforms of this nature exist in the state of the
art, they fall short of their true potential due to a lack of intelligent motion planning and control.
We apply learning techniques to current gait models to improve and discover new gaits during
online execution of “fixed topology” robots. We also investigate the opportunities and challenges
of reconfigurable robots, such as snakes, whose topology may be changed at runtime to meet
task goals. The current state of the art focuses upon solitary gaits, allowing us to move beyond
by creating principles for adapting gaits to variable non-steady terrain as well as to transition
between horizontal and vertical gaits.

Machine Learning (4)

The technical approaches described thus far provide the basis for a highly capable robot to
perceive the world, reason about it, and take useful actions. However, the environment in which
the robot operates is full of surprises, and the robot must be able to learn from them rather than
repeating its mistakes. To plan explicitly for all possibilities is intractable, so we plan to program
what is well understood and learn that which is not. Thus, we have defined a research thrust in
learning. The thrust emphasizes deep learning in order to deal with the difficulties of the
assignment problem often encountered in conventional learning.

We hypothesize that we can efficiently grow intelligence through intensive training with domain
experts (e.g., Soldiers rather than researchers or engineers) and learning from other “smarter”
robots, creating an intelligence that continues to expand and grow through new and diverse
experiences. To enable this, we develop methods to map gestures and vocal instructions into
actions that can be understood by the robot. The techniques that lead to good performance in
deep systems of learned modules remain poorly understood, and we will investigate methods
such as “no-regret learning” and the use of boosting to leverage existing supervised learning
algorithms to handle more complex problems. We investigate generalizations of data sharing
between different robots and sensor systems to enable robots to automatically tune themselves.

We perform extensive comparisons on a range of complex tasks that compare performance using
fully specified, human programmed implementation of tasks within our system; pervasive
learning using only local signals; end-to-end training of the system including using imitation
learning to improve performance; and full end-to-end training leveraging both supervised
training and self-supervision. We test the speed-up of planning on tasks from complex motion
control to cognitive decision making to establish the benefits of enabling adaptiveness in
planning.
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Meta-Cognition (5)

With learning added to perceiving, reasoning, and acting, the set of foundational capabilities for
autonomy is nearly complete. However, we must still lay the groundwork for teaming through
technical thrusts in team cognition, transparency, and common ground. We can build additional
teaming capabilities with this foundation.

Shared Mental Models (SMMs) (5a)

In this thrust, we leverage expertise in team research to expand the science of teamwork to the
realm of Soldier-Robot Teams. The tasks within this thrust provide data and procedures to give
robots the basic cognitive functionality required for effective dynamic collaboration with
humans. Our approach involves examining the creation, elicitation, and combination of mental
models for both humans and robotic agents to understand the complexity of knowledge required
to combine teammates into one cohesive unit. This research will be conducted in close
collaboration with Intelligence in determining the best representation for shared mental models
of team structure, populating the SMMs, and dynamically maintaining these models during
mission execution. To facilitate this collaboration, key members of research staff from CMU and
UCF are members of both the Intelligence and HRI research teams. In the first six months of the
project, we have developed a close cooperation between these, specifically with respect to our
task H1: Team Shared Mental Models.

Common Ground for Shared Situation Awareness (5b)

The primary objective of this thrust is to create representations of space that will enable
communication between humans and robots. Metric maps, such as occupancy grids or
coordinates of low-level features, are commonly used. However, more intuitive and more
compact representations are required for communication between human and robot team
members. This thrust includes collaboration work with ARL. To enable communication, we need
to determine a network of traversable space (similar to road networks) plus semantic names for
the landmarks to be labeled. Such landmarks are necessary both for a change of mobility (like
stairs) and manipulation (elevator door) and for verification of route instructions (“turn right
when you pass the restroom”).

Teaming Capabilities (6)

The current generation of robots essentially considers the external world, including humans,
vehicles, and other robots, as navigational issues rather than as team members, opponents, or part
of the ambient culture. In contrast, the RCTA vision for future robotic systems calls for highly
effective Soldier-Robot Teams where each part of the team understands the roles,
responsibilities, and required actions of the others and has the capability to provide the
communication necessary to make the team successful. Accomplishing this within a mission
context, accepted military doctrine, and social norms of the society in which the Soldier-Robot
Teams operate will be a major technical challenge but will provide a quantum leap in
effectiveness and capability.
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Our HRI research also seeks to enable the future robotic team members to communicate with
their human teammates using multiple simultaneous communication modalities. This approach
allows for (a) integrated situation awareness (SA), world model development, and command
interpretation; (b) more natural interaction and communications redundancy; and (c) awareness
of human team member affect. More revolutionary, though, is our approach to integrating robots
into the Soldier team structure, into social structures, and into societies. We propose innovations
to achieve this futuristic vision by drawing on successful research in human team behavior,
human factors, live/virtual/constructive (LVC) simulation, computer science, and neuroscience.

Social Dynamics Modeling, Simulation and Experimentation (6a)

In this thrust, we are examining multi-level collaboration issues with research aimed at social,
organizational, and cultural factors that are required so that robots can be collaborating partners
within Soldier-Robot Teams that operate in the real world. This research is fundamental to
making it possible for robots to function effectively within human social situations. This thrust
addresses three levels of social interaction in separate tasks: within a team, within a social
environment, and within a culture. The best form for representing this information is very much
a research issue and, as in thrust 1, will require close collaboration with related tasks within
Intelligence to be effective.

Soldier-Robot Team Communications (6b)

In the second thrust, we will apply our understanding of how communication unfolds (explicitly
and implicitly) in dynamic team contexts. Soldier-Robot Team communication in the dynamic
team context poses unique challenges; our research seeks to overcome these challenges by taking
advantage of all available modalities to both scaffold and augment communication. Our
approach includes focused efforts in each prominent modality and a dedicated 6.2 effort into
methods for test and integration of multi-modal communication in live and virtual environments.
The ultimate goal is to facilitate collaboration between humans and robots at multiple levels. We
are addressing the distinctive and complex issues created in socially, organizationally, and
culturally charged situations across a series of inter-related tasks. The tasks within this thrust
examine both explicit and implicit communication modalities expected to provide effective team
communication in ways that are intuitive or intrinsic to humans. The focus on multi-modal and
redundant modalities is expected to help overcome interaction problems intrinsic to acoustically
noisy and visually challenging situations and to ensure the dynamic bi-directional
communication necessary to realize shared team awareness. We include in this research an
emphasis on extending modalities that traditionally have been considered line-of-sight (LOS) to
be useful even when out of visual contact.

Autonomy Enhancements (7)
In addition to the Foundational Capabilities of Autonomy (1 through 5 in Figure 1-3) and the

Teaming Capabilities (6), we have identified a set of needed enhancements to autonomy. While
these are not foundational, they extend unmanned system capabilities in three areas:
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e Sensing for perception and understanding
e Mechanisms for manipulation and mobility
e Scaling issues for autonomy

Each of these enhancements to autonomy is discussed below.

Sensing for Perception and Understanding (7a)

Closely coupled to the above two tasks of understanding the world through the processing of
sensor data is the generation of that data through the sensing process. Research into new sensing
technologies has consumed major resources for many decades, and therefore, this program
primarily uses the outcomes of previous and ongoing work in sensor research. However, we
believe a small amount of focused research in sensing specifically aimed at robotic autonomy is
warranted. Thus, we have targeted efforts to improve LADAR (active), stereo (passive), and
contact sensing.

In active sensing, we will extend the development of Spectral LADAR, which allows object
recognition using spectral signatures in addition to 3D spatial information. In this effort, we build
upon a large body of prior work in multi-spectral sensing which is able to identify material types
represented in single pixels and, thus, provide shape-independent object classification.

Another area of this thrust is in the use of smart materials systems to incorporate microarrays of
pressure sensors into the “feet” of legged robots and in robot grippers as well as micro-
electromechanical systems to design embedded temperature and moisture sensors for terrain
classification and to integrate these with vision sensors to classify terrain for a variety of legged
and wheeled vehicles.

Also, as part of this thrust, we are collaborating with ARL researchers in the areas of MEMS
LADAR, acoustics, and very small radars. The MEMS LADAR is capable of real-time 3D
images with high fidelity at frame rates and ranges suitable for SUGV application. The acoustic
work includes audio classification.

Mechanisms for Dexterous Manipulation and Unique Mobility (7b)

We have previously described foundational thrusts in low-level control and behavior generation
for both dexterous manipulation and unique mobility. In order to better realize those behaviors,
we have defined a mechanisms thrust that encompasses three efforts: in mechanisms for
manipulation, in mechanisms for mobility, and in next generation actuation approaches for both
mobility and manipulation.

We explore manipulation systems that take advantage of increased range of motion afforded by a
highly articulated mobility base in pursuit of whole-body manipulation. Using an existing and
readily available experimental platform, the DARPA BigDog, we apply the research in basic
manipulation behavior in order to seek a control system that can perform useful manipulation
tasks with a high degree-of-freedom system. These tasks, such as pushing, pulling, lifting, and
throwing, are beyond the state of the art. We follow two paths to accomplish this. First, we
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pursue “legipulation,” a bio-inspired approach where a legged system uses one of its legs to
manipulate the environment. Second, we will integrate a preliminary manipulator arm onto a
BigDog to investigate behaviors with full-body articulation while maintaining balance. We
assess these capabilities using success rate and speed of task completion.

To investigate mechanisms for unique mobility, we take advantage of the Canid platform under
development though a collaboration between UPenn and ARL. Building upon these topics, we
investigate a hybrid framework for selecting, mixing, and transitioning between gaits at runtime.
These topics are then assessed using metrics of locomotion power efficiency, velocity, efficiency
per unit weight, and grasp versus release force.

Finally, we investigate potentially revolutionary approaches for next generation actuation of
manipulation and mobility mechanism. Actuators based on smart materials have great potential
to transform robotic systems by improving the strength-to-weight ratio, speed, range of motion,
compactness, efficiency, controllability, and reliability of manipulators, legs, sensors, and other
robotic components. The state of the art technologies with respect to robotics include
ferroelectric materials, magnetostrictive compounds, shape memory alloys, and dielectric
elastomers. These materials have constraints that require special attention during the design
process; therefore, synergistic research on material characterization, model development, and
development for robotic platforms is critical. To overcome these challenges, we develop active
materials for legged robotic platforms. With electro-active elastomeric materials, we expect to
enable robotic limbs that can change their shape, stiffness, and potentially viscoelasticity with an
applied electric field. We will investigate how electrically and thermally activated materials can
be utilized to create passive mechanical joints with variable stiffness and damping. Smart
structures utilize shape-changing actuation, simultaneous sensing, and real-time material
property control for dynamic adaptation and superior maneuverability. For each material
investigated, we will quantify the relevant materials properties and their response to stimulation
and compare their capabilities to standard actuation techniques. We will also assess difficulties in
and progress toward integration into robotic structures

Assessment of Integrated Research

Our plan for measuring progress toward autonomy over time is built around our integration and
assessment (I&A) plan. As a collaborative fundamental research effort, the Robotics CTA’s
assessment process differs from that of traditional system development efforts. Instead of
building a system to meet a particular performance specification, we deliberately undertake high-
risk basic and applied research that may ultimately result in breakthrough technologies. Instead
of managing development to meet pre-defined goals, we assess our research against performance
benchmarks to evaluate how well that research stands to enhance or even revolutionize robotics
and related disciplines.

Our integration and assessment is performed by a team consisting of research integrators and

support staff, an assessment team, and 1&A management. The I&A management team consists of
the four Technical Area Leads, the Integration Lead, and the ARL 1&A Lead. The I&A
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management team plans integration events, defines assessment methodologies, and conducts
guantitative assessments. The assessment team prides quantitative and objective results based on
accepted experimental practices.

Our assessment protocol is based on a two-stage approach. The first stage consists of task- and/or
subtask-level assessments of stand-alone research outcomes. These assessments are typically
conducted by the researchers, but they are reported to and monitored by the 1&A team. Task and
subtask assessments are provided in quarterly reports and at other times as requested. An
example of an individual assessment is the measurement of precision/recall performance for
object or activity detection on a given dataset. Results of such individual task assessments will
help determine which research outcomes are ready for integration. Task-level research that is
producing demonstrated results beyond the state of the art creates a “push” to be included in the
integrated research described below. As described in Section 6, we also define integrated
capability goals each year that reflect expected outcomes. Thus, we also create a “pull” to set an
expectation for research outcomes. The I&A management team considers both push and pull to
decide which research outcomes are suitable for integration and assessment.

The second stage of assessments focuses on integrated capabilities that result from bringing
together results from multiple research tasks. At this second stage of assessment, we conduct a
series of experiments which we call integrated research assessments (IRAs). Each IRA combines
two or three outcomes from research thrusts to achieve a capability from the think-look-talk-
move-work spectrum. Similar assessments will be repeated and extended over time to provide
regression testing and integrate improving technologies. The assessments involve formal
experimental design in collaboration with the Government with reported results. They include
elements of both modeling and simulation and laboratory experiments appropriate for the
assessment of basic and applied research outcomes. Two IRAs are planned for each of the years
2012 - 2014 and are described in more detail in Section 6. The exact timing of the IRAs will
depend upon the status of research outcomes.
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:F\gure out where to go to surveil building
PlanfexecLte path to move safely & securely
*Establishinitial shared SA and Common Ground

Mission order: "Watch the back of that building and report
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*Move through cluttered environment to
* Approach OF cautiously —along wall of building reach OP, overcome mability challenges

* Asneeded, clear obstaclesand getin R Upon mission completion, rejoin unit, maintain SA, accept
Assess egress points, detect humans, update new missions
status

Figure 1-7: Our planned Capstone assessment will test key enabling capabilities of autonomy —
adaptive tactical reasoning, situation awareness, efficient communication, robust movement, and
interaction with the physical world.

advantageous position for surveillance

In order to better focus RCTA research and experimentation, we have developed a vision for a
Capstone Experiment to be conducted toward the end of calendar year 2014. The narrative
components of the experiment are exemplary of capabilities needed across a wide range of
missions. This experiment is illustrated graphically in Figure 1-7 and described in some detail in
Section 6. Briefly, it is centered around a notional cordon and search operation: during urban
transit by a small (4-5 Soldier) unit, a fugitive is reported to have entered a building the unit is
approaching. A man-transportable robot is instructed to “cover the back door” of the building by
the unit commander since he cannot safely split up his limited resources (see Figure 1-7, panel
[1]. The robot must understand and acknowledge the order [2], associate the order with its
perceived environment [3], move safely and securely [4] to an appropriate vantage point [5],
observe activity behind the building and report any salient events to the unit commander [6]. As
needed, it enters the building and negotiates stairs or other mobility obstacles [7]. It then returns
to its unit, maintaining SA, and is ready for another assignment [8]. Again, while this narrative
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occurs in the context of a cordon and search operation, its underlying capabilities support a broad
range of potential operational missions.

As an illustrative example of an integrated research assessment, we plan to combine elements
from three research thrusts into a basic “look-think-talk” capability that enables the building
surveillance portion of the capstone narrative. In this “Autonomous ISR” assessment, a robot
observes a series of actions. Its semantic perception capability populates the cognitive level of
the world model with information about observed activity. This perception uses state of the art
“bottom-up” techniques but is guided by contextual information from the world model’s long-
and short-term memories. In this case, the system may observe a person exiting the back of the
building. Based on a shared mental model of what the current mission is, the system identifies
one or more activities as salient events. In this case, the person may just be a bystander or may
represent a threat, depending on context and prior knowledge as well as the immediate visual
evidence. If an event is important enough, it triggers a number of possible actions, such as
making a report, moving to gain a better vantage point, taking evasive action, etc. This integrated
assessment combines semantic perception, shared mental models, and adaptive behavior
generation, all of which are mediated by the new world model. Of course, the first integration of
these capabilities is likely to reveal shortcomings. Thus, we will subsequently add improved
capabilities as well as assess more complex situations.

The IRA example just described is one of a set of planned assessments leading up to the
Capstone Experiment in late 2014, as shown in Figure 1-8. The integration and assessment
events build capabilities across the “think-look-move-talk-work™ spectrum. Each assessment
focuses on an integrated capability, such as intelligent navigation, autonomous ISR, or physical
interaction (e.g., manipulation of objects). The columns of Figure 1-8 highlight the buildup in
each of the capabilities, with a growth toward higher levels of behavior and more challenging
environments.
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IRA Integrated Research
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ID Assessment Name
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Behavior Platform Reasoning
2011B: Physical Interaction ) .Include ‘{VM Close-in 3D Sensing for | Autonomous Stair/Hill SIGiE .Autono.mous
2 . Apr_ 2012 Entities/Descriptors to R N o N Trenching, Caging &
Baseline Enable Interaction Blapipuition Cintinelcrawing Manipulation
World Model with Semantic Labels and Intelligent Movement to Accept & Understand
3 [2012A: Intelligent Navigation |Oct. 2012 Short/Long-Term Tracked Movers to WM, S ——— Movement Orders,
Memory Linked to ACT-R| Using Stereo & LADAR Provide Status
Reason about Moveable | Perceive Wide Range of A eoconcticn, Supervisory 3 AT
4 | 2012B: Physical Interaction | Apr. 2013 Objects Mobility Challenges Quadruped & Hexapod C ication for Trenching, Caging &
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- . L. Point(s) for Observation Ongoing Mission Salient Events
Prediction & Context Fugitives Maintain
2013B: Tactical Team Reason about Troop, SA and . Move with Soldiers in Communicate only as | Move W.Itl’T Team, Accept
6 Apr, 2014 Adversary and Neutral Common Ground with N Sy Needed, Accept New New Mission on the Fly
Movement Movement Reason Soldiers Monitor rrect factical Fositions Orders ("Follow that Guy!")
and Adapt through Egress Points and Move Adaptively to Update Status & Report Events, Move
7 |2014A: Capstone Assessment |Oct. 2014 Stages of Recognize Missil Evolving Mission and C icate Salient Obstacles, Track
Mission Relevant Activity Mobility Challenges Information Fugitives, Seek Guidance

Figure 1-8: A series of Integrated Research Assessments (IRAs) systematically tests autonomous
capabilities and culminates with a Capstone Experiment in late 2014.

In our assessments, we apply established principles of scientific experimentation. The
assessment plan includes the platforms, sensors, human participants, and simulation tools used,
along with a specification of datasets to be collected. The datasets will include data to be
sequestered as well as data for possible posting to the broader research community.

For the “Autonomous ISR” example discussed previously, the overall experimental hypothesis is
that an autonomous sensing system can observe a wide range of human activity, recognize a
subset of that activity as salient to the mission and conditions at hand, and then report those
salient observations in a human-understandable form such as, “A man in a green coat just left the
safe house.” If that activity actually occurs and the system reports it correctly, that constitutes a
true positive. If the system does not report salient activity, we have a false negative. In this
example, the human activity which is sensed constitutes the independent variable, while the
reported message is the dependent variable.

In addition to the end-to-end performance, we will also examine the individual components of
the experimental system. In this case, the components are:

e Activity detection
e Salience assessment
e Activity reporting

For the integrated end-to-end capability to work correctly, the activity of a man departing a
building must be detected, that activity must be correctly assessed as salient to the mission, and a

GENERAL DYNAMICS Qineth GUCF %:%EPEDH

s ) California Institute of Technolog :
! Dynamics | A O e et Prosaisontae 1 Carnegie Mellon Robotic Systems

All contents are public releasable.



Robotics CTA FY 2012 Annual Program Plan 27

suitable report must be constructed. If the overall system fails in a given case, we need to
understand what the cause of failure was. Thus, we will separately assess each of these
capabilities, which can be tested both in an integrated form and individually. For example, we
can assess the activity reporting module by providing many examples of output that could come
from the prior stages and evaluating how well it constructs messages that are both accurate and
readily understood by humans. Similarly, the salience assessment module can be fed a variety of
activity detections across a variety of mission contexts. A given activity may be salient in one
context but not another.

This type of integrated assessment is quite challenging because we are conducting fundamental
research: we seek to create capabilities that do not exist, rather than simply making incremental
improvements to existing capabilities.

Progress During 2011

The RCTA program is integrating technologies to produce basic skills of autonomy, and then
determining progress through a series of assessments as described previously. The technologies
we are integrating are being developed by researchers organized into four functional groups —
intelligence, perception, human-robot interaction (HRI), and dexterous manipulation and unique
mobility (DMUM). These following sections of this document describe the research within each
of these technical areas in great detail. Briefly:

« Intelligence is building the cognitive-to-metric world model, and providing the basis for
adaptive behavior generation and learning

e Perception is developing the algorithms that process sensor data to build a semantic
understanding of the robot’s environment, including both static and dynamic entities

e HRI harnesses both Intelligence and Perception to enable a common ground between the
robot and Soldiers

e DMUM is developing the capabilities for robots to interact effectively with their physical
environment through manipulation of objects and traversal of challenging terrain

Substantial progress has been made in all areas during the past year. That progress is
summarized below by technical area.

Intelligence

During the past year we have made significant progress in the three major thrust areas of
Intelligence that are critical to achieving the capstone vision— the new world model, adaptive
behavior generation, and learning. In the world model area, we developed a revision to the
architectural framework that is suitable for handling the combination of navigation with
manipulation for a variety of platforms, able to reason about and manage uncertainty, benefit
from human training and experience, and support communication with human teammates. We
also achieved the first integration of a cognitive module built around ACT-R with a traditional

:\1 Dynamics | & California Inotihy tngnf ;r:mg&\'og [} Carnegie Mellon

cFiEOI:gICEslv:sgnl;snvNAMlt:E QmAeHQ & UCF = hn

All contents are public releasable.



Robotics CTA FY 2012 Annual Program Plan 28

perception model for human recognition and tracking to perform a surveillance task. And we
developed a first version of shared mental model and updated it automatically based on robot
observations of human actions.

L]
ti
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Figure 1-9: Learning to Plan on PR2 (our ongoing efforts in 14-2).

In the adaptive behavior generation thrust, we developed two planning approaches for belief
spaces, one that manages uncertainty and the other that reduces it, for maximizing the probability
of plan success. We also developed two planning approaches for dealing with high-dimensional
spaces, one that learns to plan faster over time by reusing old plans, and the other that reduces
the problem to a low-dimensional space. And we developed mapping algorithms for single and
multiple robots that enable distributed search, exploration, and mapping using entropy
minimization techniques. Figure 1-9 shows an example of behavior generation research on the
PR2 platform which has many degrees-of-freedom and thus poses a very high-dimensional
planning challenge.

The Intelligence learning thrust is developing a toolbox that will be employed throughout the
program. To date it has been used heavily in semantic perception to segment and label static
scenes. We have also developed learning technique to parse from natural language directions to
a formal robot control language. The parser enables a robot to interpret human commands and
generate corresponding control programs that contain complex statements involving counting
and while loops. And we have developed online learning techniques for self-calibrating
stochastic vehicle models for predicting tire/soil interaction.

Other key Intelligence accomplishments include the development of algorithms for constructing
geometrically consistent colorized range maps for use in the world model, and for semantic
labeling of objects/terrains using acoustic data. Finally, we developed metacognitive techniques
that provide robust symbol grounding through deep integration of cognitive and perceptual
process.
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Perception

As an important step toward assessment and deployment of state of the art techniques in the area
of understanding of static environments, we have developed algorithms for classification from
both images and 3D data, showing competitive performance on extended datasets in urban areas
using different 3D sensors. In addition to environment interpretation at long range for outdoor
operation, we also developed algorithms for parsing RGBD images of indoor scenes, as input to
a higher level interpretation scheme which reasons about the overall floor plan of an indoor
scene. To enable localization in human created semantic maps we designed and tested a new
approach for object based localization which does not rely on accurate decisions on object
locations. These achievements are important contributions to the elements of the capstone vision
concerned with building, sharing, and navigating a semantic map from sensor data and human
input. Figure 1-10 shows recent results from our semantic perception research, where imagery is
accurately labeled with up to 30 classes of objects and terrain.

Figure 1-10: Examples of classification from images using 30 classes of objects and terrain.

In the area of understanding dynamic environments, we made key progress in developing new
techniques for tracking in cluttered environments and for generating behavior prediction from
partial observations. Specifically, we developed a novel approach for visual object "tracking by
planning™ in crowded scenes. The approach is unique because it combines visual tracking with
recent methods from robot motion planning. In the area of 3D representations in dynamic
environments, we developed a spatio-temporal representation to address the key barrier of real-
time temporal accumulation and segmentation of 3D point-cloud data (from stereo) in dynamic
scenes. The representation results in a 3D voxel map of the static elements of the scene and a
segmentation of all dynamic elements in the scene. In the area of higher level semantic
descriptions of dynamic scenes, we developed behavior prediction algorithms which, for the first
time, were capable of combining semantic information from the environment with motion
information, and to reasons about dynamic goals, while on-the-move. These algorithms were
implemented on several platforms and sensors with initial testing at FTIG, showing the
feasibility of this approach for future integration.

In addition to being tested on data collections from crowded urban environments, the 3D
tracking work was fielded as part of IRAL at the FTIG MOUT site to segment and classify
pedestrians, which were then fed via the world model to a cognitive reasoning algorithm to
recognize pedestrian behaviors. This integration enabled the first experiment integrating robust
tracking with behavior classification in a complete architecture. These achievements are

:\1 Dynamics | A& California Institute of Tecfinoleg¥ [} Carnegie Mellon

All contents are public releasable.

genemacovnames  QinetiQ  @ucr  SPenn



Robotics CTA FY 2012 Annual Program Plan 30

important contributions to the elements of the capstone vision concerned navigating through a
populated area and detecting specific behavior patterns.

To support our objectives in semantic perception, we have made progress in developing high
performance sensing solution. A key accomplishment in this area is the completed
implementation of stereo vision and visual odometry on the OMAP3530 system-on-a-chip
(SoC), demonstrating stereo rate of 46 fps at 320x240 and visual odometry from up to 200
features. Overall, implementation shows a 3.75x improvement in energy efficiency of stereo over
prior art with the added odometry functionality. This part of the work is critical for the operation
of the capstone vision elements on small platforms.

HRI

During 2011 we have made significant progress in defining how the three most important
characteristics of effective teams, Shared mental models, shared situation awareness, and trust,
can be embedded within the control structure of advanced robots. HRI provided important
design information to colleagues within HRI and in Intelligence and Perception in building the
software that can use these higher-level concepts for more autonomy and effective collaboration
with Soldiers.

We examined the best current mental model elicitation and shared mental model assessment
techniques, then used the results to build a mental model measurement methodology suitable for
tactical HRI. In collaboration with our colleagues in Intelligence, we are building computational
models using the ACT-R framework. These models will allow experimentation with robot
decision-making abilities, and permit validation against human counterparts. This work enables
moving beyond isolated, simple scenarios to the ability to train computerized mental models to
comprehend and act on novel situations.

During 2011 HRI provided guidance for using anthropomorphic and zoomorphic designs in
robots (physical and cognitive characteristics). Results included understanding how design
decisions (both physical and cognitive) will impact a human’s mental model of a robot. These
are very important factors that influence human estimation of robot ability and perceptions of
trustworthiness. We produced design guidance for a continuum of tool-like to teammate-like
relationships including tactical capabilities enabled by each to address mission primitive
requirements.

Based on previous research in situational awareness in human teams, we empirically compared
candidate SA metrics in the laboratory. We are using the best of existing SA measurement as the
groundwork for development of a non-invasive, field-ready situation awareness measures. These
results will guide what specific information a robotic teammate should provide to human
teammates, facilitating team SA within the mixed human-robot team.

We conducted a meta-analysis of trust within robotics literature (and outside of it) to reveal key
factors that influence a human’s trust in robots: human, environment, and robot characteristics It
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was found that factors related to the robot itself (as opposed to environmental or individual
factors) most heavily influenced trust, emphasizing the benefits of robot reliability and
transparency with respect to action selection and execution.

HRI developed representation models capable of interpreting and internally representing multi-
modal communication signals. This is foundational work to support processing of raw
communication data to internal formats for use in Intelligence and Perception. Prototype
communication interfaces supporting bi-directional communication between humans and robots
were developed under this thrust. This enables a near term collaborative experiment with
DMUM using the BigDog platform to provide a technology feasibility demonstration of
integrating multi-modal communication capabilities within an operationally relevant platform.

We investigated ways to layer context over content through empirical studies. These results set
the stage for the 2012 development of an HRI Tactical Communication Protocol to be used by
Consortium members. Related to this, we developed a novel specification language for virtual
human interactions using parameterized behavior trees. In addition, we created an open-source
framework for authoring and simulating narrative driven interactive virtual environments,
populated with goal and event-driven autonomous agents. These will be important tools for both
implementing effective communication building the simulations needed for development and
evaluation.

To support shared understanding of social interactions suitable for use within robots we
developed an interactive tutorial representing multiple modalities of social signals relevant to
basic robot functionality in inhabited spaces. This understanding is fundamental to instantiating
computational models in ACT-R, designing experiments to establish the parameters and
dynamics of social intelligence, and ultimately provide design guidelines and implementation
assistance within Perception and Intelligence.

DMUM

To date the DMUM mobile manipulation task has created tools to rapidly develop dynamic
manipulation behaviors, generated several dynamic full-body behaviors and tested those
behaviors using a simulation tool (Digital Biomechanics). During the final quarter of this project
year we will be demonstrating those behaviors on the BigDog platform. As part of this task and
the associated Integration task BigDog has been modified with the addition of a custom designed
hydraulic 7-degree-of-freedom manipulator that includes a gripper. By the end of the 2011
project year, we expect to demonstrate Dynamic Heavy Lifting behaviors as well as Throw
behaviors in a laboratory, using a 17.5kg cinder block.
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During the past year DMUM demonstrated near-autonomous negotiation of synthetic and natural
climbing terrain by a rugged legged robot, achieved through sequential composition of
appropriate perceptually triggered locomotion primitives. The first, simple composition achieves
autonomous uphill climbs in unstructured outdoor terrain while avoiding surrounding obstacles
such as trees and bushes (see Figure 1-11). The second, slightly more complex composition
achieves autonomous stairwell climbing in a variety of different buildings (see Figure 1-12). In
both cases, the intrinsic motor competence of the legged platform requires only small amounts of
sensory information to yield near-complete autonomy. Both of these behaviors were developed
using X-RHex, a new revision of RHex that is a laboratory on legs, allowing a style of rapid
development of sensorimotor tasks with a convenience near to that of conducting experiments on
a lab bench. Applications of this work include urban search and rescue as well as reconnaissance
operations in which robust yet simple-to-implement autonomy allows a robot access to difficult
environments with little burden to a human operator.
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Figure 1-11: The X-RHex robot on a

Figure 1-12: The X-RHex robot on a set of
forested hill. stairs with laser scanner, IMU, wireless
repeater, and handle payloads.

Collaboration: Both Within and Outside the Alliance

Clearly, collaboration is at the heart of the RCTA program. A fundamental underlying premise of
RCTA, as for the other CTA programs, is that great progress in fundamental research can be
achieved by bringing together researchers who have not previously worked together — as well as
by fostering further collaboration among those who have. Enabling far greater autonomy for
ground robotics is an inherently interdisciplinary undertaking. As Morley Stone, Chief Scientist
with the Air Force Research Laboratory’s 711" Human Performance Wing and Lead of the DoD
Autonomy Priority Steering Council, stated in a February 2012 Armed with Science article
entitled “Self-Sufficient Robots” (http://science.dodlive.mil/2012/02/21/self-sufficient-robots/):

*“... one of the key obstacles is...to try to get different communities at work on this
problem. The key communities we need to bring together are those working on things like
machine learning, working together with folks like human factors engineers and those
who do cognitive modeling, the group trying to understand human cognition from a top-
down perspective. Those are three communities that typically do not work together. But if
we’re going to make progress to get machines that can reason on par with the human,
we’re going to need to make progress on getting those communities together.”

The RCTA program is, in fact, for the first time in one program, bringing together researchers
from formerly diverse disciplines such as cognitive architectures, robotic navigation, machine
learning, human-machine interaction, legged locomotion, and semantic perception. The
interactions among RCTA researchers occur at three levels: within the Consortium, within the
Alliance, and between the Alliance and the broader research community.

One challenging aspect that can arise from all three forms of interaction is the communication
problem among researchers from diverse technical backgrounds. We are deliberately bringing
together these different “technical cultures” to achieve major progress as we have said, but the
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various technical cultures sometimes bring with them differing terminology. As a step toward
bridging those cultural gaps, we have begun construction of a table of “common language.” This
table is a living document that will evolve as the program evolves. Appendix 1 provides the

current version of that document.

Within the Consortium — The Consortium consists of eight member organizations as well as a
changing group of sub-awardees. The Consortium researchers come from a wide variety of
technical backgrounds, and many of them are collaborating for the first time in the RCTA
program. These collaborations are described throughout the APP in the corresponding task
descriptions. For convenience and clarity, these collaborations are also summarized below in

Table 1-1.

Collaborating Tasks

Objectives

Participants

P3 — Static Scene Understanding
P4 — Perception for Missions in
Complex Environments

12 — Data Mapping for Inference
and Focus

Define interactions between
semantic perception and WM for
static environments

Tony Stentz (CMU), Martial
Hebert (CMU), Alonzo Kelly
(CMU), Bob Dean (GDRS)

P3 — Static Scene Understanding
P4 — Perception for Missions in
Complex Environments

I5 — Learning through Experience
16 — Life-long Learning

Learning techniques for
semantic classification

Drew Bagnell (CMU), Martial
Hebert (CMU), Bob Dean
(GDRS), Michael Turmon
(JPL)

P5 — Dynamic Scene
Understanding

P6 — Perception For Dynamic
Environments

12 — Data Mapping for Inference
and Focus

Define interactions between
semantic perception and WM for
dynamic environments

Drew Bagnell (CMU), Martial
Hebert (CMU), Bob Dean
(GDRS)

P5 — Dynamic Scene
Understanding
I5 — Learning through Experience

Develop imitation learning
techniques for motion prediction
and activity understanding

Drew Bagnell (CMU), Martial
Hebert (CMU)

P4 — Perception for Missions in
Complex Environments

P6 — Perception For Dynamic
Environments

12 — Data Mapping for Inference
and Focus

11 — Framework for Intelligence
IRA

Develop and integrate perception
components for IRA4. Specify
architecture

Tony Stentz (CMU), Drew
Bagnell (CMU), Martial Hebert
(CMU), Bob Dean (GDRS),
Larry Mianzo (GDRS), Max
Bajracharya (JPL), Larry
Matthies (JPL), Kostas
Daniilidis (UPenn), Jianbo Shi
(UPenn), Dave Duggins (QNA)

P6 — Perception For Dynamic
Environments

11 — Framework for Intelligence
IRA

Integration of perception
capabilities in cognitive
architecture

Tony Stentz (CMU), Martial
Hebert (CMU), Christian
Lebiere (CMU), Max
Bajracharya (JPL), Bob Dean
(GDRS), Brad Stuart (GDRS)
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Collaborating Tasks

Objectives

Participants

P2 — Compact, High Performance
Sensors

M3 — Sensor-Based Dexterous
Manipulation

IRA

Precise short range sensing for
manipulation; sensing on
difficult materials

Christoph Mertz (CMU), Dave
Duggins (QNA), Juan Pablo
Gonzalez (GDRS)

P3 — Static Scene Understanding
M3 — Sensor-Based Dexterous
Manipulation

IRA

Obiject recognition for
manipulation/grasping tasks

Kostas Daniilidis (UPenn),
Dave Duggins (QNA), Juan
Pablo Gonzalez (GDRS)

P1 — Exploiting Novel Sensor
Phenomenology

P2 — Compact, High Performance
Sensors

M3 — Sensor-Based Dexterous
Manipulation

IRA

Stereo sensing for manipulation
tasks such as trenching

Max Bajracharya (JPL), Dave
Duggins (QNA), Juan Pablo
Gonzalez (GDRS)

11 — Framework for Intelligence
H1 -- Shared Mental Models for
Soldier-Robot Teaming

Align underlying SMM
definitions and needs with
representational and
computational aspects of WM

Tony Stentz (CMU), Florian
Jentsch (UCF), Christian
Lebiere (CMU)

H1 — Shared Mental Models for
Soldier-Robot Teaming
16 — Lifelong Learning

Specify format and content of
external mental model
representations that are helpful
for incorporation into robots and
have reasonable memory
requirements

Drew Bagnell (CMU), Florian
Jentsch (UCF)

H2 — Situation Awareness in
Soldier-Robot Teams

I3 — Combining Cognitive and
Probabilistic Reasoning

Specify critical situation
elements, identify uncertainties,
and study when and how to
disambiguate “important”
uncertainties for Situation
Awareness

Florian Jentsch (UCF), Maxim
Likhachev (CMU)

H2 — Situation Awareness in
Soldier-Robot Teams
16 — Lifelong Learning

Specify critical situation
elements critical to life-long
learning that need to be
transmitted among robots and
between humans and robots

Drew Bagnell (CMU), Florian
Jentsch (UCF)

H2 — Situation Awareness in
Soldier-Robot Teams

P5 — Dynamic Scene
Understanding

Provide situation-critical input to
new perception tools for
classifying interactions between
robot and human agents from
sensor data

Martial Hebert (CMU), Florian
Jentsch (UCF)
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Collaborating Tasks

Objectives

Participants

11 — Framework for Intelligence
H1 -- Shared Mental Models for
Soldier-Robot Teaming

H8 — Social Dynamics: Modeling,
Simulation

Take advantage of overlapping
work by collaborating to
formalize and instantiate abstract
socio-cognitive models (for
SMM and social intelligence)
into computational models in
ACT-R, including methods for
ACT-R coding & learning and
experimental scenario design

Florian Jentsch (UCF)
Christian Lebiere (CMU)
Stephen M. Fiore (UCF)
Jonathan Streater (UCF)
Scott Ososky (UCF)
Lotzi Boloni (UCF)

12 — Learning to Understand
Human Instructions and
Annotations

H2-4 — Dialogue Management for
Robust HRI

Connect Fox’s learned human
input parsers to Roy’s and
Teller’s graphical models for
perceptual grounding

Dieter Fox (UoW), Nick Roy
(MIT), and Seth Teller (MIT)

I3 - Combining Cognitive and
Probabilistic Reasoning

P6 — Perception for Missions in
Dynamic Environments

Integrate multiple hypotheses
from perception with planning
techniques that can handle them.
For now this is done in the
context of navigating in dynamic
environments under uncertainty
in the intentions of people

Maxim Likhachev (CMU),
Jianbo Shi (UPenn)

M1 — Motion Planning and
Control for Mobile Manipulation
14 - Life-long Improvement of
the Robustness of Tactical
Behaviors

Integrate domain-independent
techniques for repeated search-
based planning in high-
dimensional graphs with
methods for constructing and
searching graphs that exploit the
specifics of mobile manipulation
problems

Maxim Likhachev (CMU),
Vijay Kumar (UPenn)

Table 1-1: Selected interdisciplinary collaborations within the RCTA Consortium.

Within the Alliance — The Alliance consists of the Consortium plus researchers at ARL who are
engaged in collaborative work. Again, such collaborations are described throughout the APP in
the corresponding task descriptions and are summarized below in Table 1-2.

. Principal (Additional) o
Subtask Subtask Title Investigators Organization
11-3 Robotics CTA Archltectur_al Trt_)y Kelley ARL-HRED
Development and Integration Eric Avery
i Meta-cognitive Development for )
12-8 Cognitive Architectures Troy Kelley ARL-HRED
i Anytime Learning for Robust Jonathan Fink )
15-4 Navigation and Control Nicholas Fung ARL-CISD
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Subtask Subtask Title Pr'”?:}%ﬂsiggsgtr?nal) Organization

15-5 Integrat_e _Vlsual Texture Douglas Summers-Stay | ARL-CISD
Recognition

19-2 Coopgrative Task Allocation for Ethan Stump ARL-CISD
Surveillance

P25 MEMS-Scanned LADAR for Barry Stann
Ground Robot Integration and Mark Giza ARL-SEDD
Data Collection William Lawler
Developing Metric/Topological | jas0n Owens

P3-6 | Maps to Promote Common ARL-VTD
Ground MaryAnne Fields
Integration of Human Detection | Alex Chan

P4-5 | Capability for Ground Robots Shuowen Hu ARL-SEDD
and Data Collection Prudhvi Gurram
Investigate the Role of Trust and
System Transparency in Shared

H2-4 | Mental Model (SMM) Jessie Chen ARL-HRED
Development during Tactical
HRI
Multi-modal Controls and Ellen Haas

H4-4 | Displays for Soldier-Robot ARL-HRED
Interaction Chris Stachowiak

H9-6 IioF;:llal and Cultural Impact on Susan Hill ARL-HRED

M8-7 Tactile Sensing for Contrc_)l of CR;?(/)rpf?g?/ \S/:Jir;\;]\ghlde ARL-VTD
Hyper-redundant Mechanisms -

Justin Shumaker

Dynamic Modeling of the Raymond VonWahlde

M8-8 | CANID Platform Jason Pusey ARL-VTD
Engineering Large Displacement
Actuators for Enabling

MO9-7 | Biologically Inspired Modes of | Geoffrey Slipher ARL-VTD
Mobility on Small Robotic
Platforms

IR1-2 Integrated Ressearch Marshal Childers ARL-VTD
Assessments Barry Bodt

IR4-2 | RIVET/ROS Interface Ralph Brewer ARL-VTD

Table 1-2: ARL Contributions to Robotics CTA Research.

Between the Alliance and the broader research community — Although the Alliance already

includes a large body of researchers at the forefront of their respective disciplines, we constantly
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seek more progress through interaction with other researchers who are not presently in the
Alliance. These interactions are summarized below in Table 1-3.

Alliance Researcher(s) and
Technical Area

External Organizations/
Researchers/Sponsor

Description of Interaction

Kelly (CMU)
Intelligence

ARO Information Sciences
Directorate, Randy Zachary

Unify the mathematics of on-line vehicle
model interaction

Lebiere (CMU)
Intelligence

ONR/NSWC, SWRI,
Battelle, Soar Technology

Explore different methods to integrate
cognitive architecture into robotic control
stack in context of SUMET program
(upcoming)

Likhachev (CMU)

Willow Garage/Sachin

Improving the performance of planning
over time, in particular in the context of

Intelligence Chitta mobile manipulation

Bagnell (CMU), Lee . .

(UPenn) \é\ﬂiltlgw Garage/Sachin PR2 platform to obtain training data
Intelligence

Stentz, Bagnell (CMU)
Intelligence

ONR MURI/Nick Roy

Imitation learning for uncertain
environments

Bagnell, Stentz (CMU)
Intelligence

Intel Science and
Technology Center/Sidd
Srinivasa and Mei Chen

HERB platform, co-development of life-
long learning technologies

Bagnell, Stentz (CMU)
Intelligence

DARPA ARM-S/Nancy
Pollard

Use of low-level perception, control and
planning primitives for manipulation

Bagnell, Hebert (CMU)
Intelligence

ONR BIRD/Goshawk
MURI/Rus Tedrake (MIT),
Emilio Frazzoli (MIT), Yann
LeCun (NYU)

Advances in optimal control libraries for
UAVs and ground vehicles

Hebert (CMU), Shi, Taskar
(UPenn)
Perception

UIUC (Forsyth, Hoiem),
UMD (Chellappa, Davis),
ONR

Research on aobject recognition and scene
understanding as part of ONR MURI

Bagnell, Hebert (CMU),
Mianzo (GRDS),

DARPA, ARL, Mind’s Eye

Research on video interpretation and real-
time feature computation and event

Bajracharya (JPL) teams detection as part of DARPA Mind’s Eye
Perception program

Mertz (CMU) . - Sensing and algorithms for collision
Perception Princeton Vision mitigation (STTR)

Daniilidis (UPenn)
Perception

SRI Sarnoff, RTC

Collaboration as part of R-MASTIF
program: Robotic Mabile Autonomous
System for Threat Interrogation and Object
Fetch

Daniilidis, Kumar (UPenn),
Bagnell, Hebert (CMU)
Perception

iRobot, DARPA, CMU-
NREC, USC

Perception, grasping, planning for
autonomous manipulation tasks

Hebert, Mertz (CMU),
Daniilidis, Lee, Shi (UPenn)
Perception

University Transportation
Research Center (DoT
RITA)

Perception, planning, sensing for Intelligent
Transportation Systems

R
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Alliance Researcher(s) and
Technical Area

External Organizations/
Researchers/Sponsor

Description of Interaction

Daniiliidis, Kumar (UPenn),
Matthies (JPL)

ARL, MAST consortium

Autonomous multifunctional mobile
microsystems

Perception
Shi (UPenn) . Labeling buildings by video activities
Perception Kitware (STTR)
Matth|e§ (JPL) UCLA (Soatto, Tsotsos) collaborgtlon on 3-D perception of non-
Perception Lambertian scenes
Matthleg, Ansar (JPL) UCLA (Terzopoulos, Chan) Exploratory research on self-calibration of
Perception stereo zoom cameras
Matthies, Turmon, . e
Bajracharya (JPL) Robotic Research (Kluge) Colla_boratlon on work related to near-to-far
. learning of terrain type (Army STTR)
Perception
Bajracharya (JPL) CMU NREC, Boston Research on perception for off-road
Perception Dynamics, DARPA navigation in dynamic scenes under
' DARPA LS3 program
Bajracharya (JPL) CMU NREC and USC; Research on perception for manipulation
Perception DARPA under DARPA ARM-S program
Matthies, Turmon, Collaboration on sensor fusion for off-road
Bajracharya (JPL) SPAWAR (Bruch), ONR : .
: terrain understanding for ONR

Perception
Jentsch (UCF) Army/ARL: SOURCE Project under SOURCE investigating HRI
HRI (Barnes and Fields) at different levels of autonomy

. Consortium, ARL Held joint area workshop on Shared
f_lelgtlsfhlllf /'I(flrze etal. (UCF) Researchers, and others Cognition and Shared Mental Models in

outside the Alliance (Barnes) | Human-Robot Teams

Shumaker, Jentsch, Fiore
(UCF) Human Ffactors a.”d Held special session on HRI at HFES 2011
HRI Ergonomics Society

Billings (UCF), Chen (ARL)
HRI — H1/H9 (trust)

AFOSR and Community

Participated in AFOSR Workshop on Trust
in Autonomous Systems, Feb 2012

Badler (UPenn)
HRI - H4

GRASP Lab (UPenn)

Using directional gestures from a smart
phone to control a robot (simulation and
real) experiments.

Barber, Lackey (UCF)
HRI - H5

ARL-HRED - Irwin Hudson

ARL sponsored research for evaluation of
Soldier-Robot communication interfaces for
gesture recognition in NLOS domains

Reinerman, Lackey (UCF)
HRI - H5

ARL-HRED - Irwin Hudson

ARL sponsored research for measurement
of Soldier affective-state for improved robot
situation awareness

Reinerman, Lackey (UCF)
HRI - H5

ARL-HRED - Irwin Hudson

ARL sponsored research for researching
methods for training HRI in virtual
environments

Likhachev (CMU)
DMUM

Willow Garage/Sachin
Chitta

Search-based planning for single-, dual-arm
mobile manipulation

Table 1-3: Selected interactions of the RCTA Alliance with external organizations and researchers.
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Relationship to Military Needs

In order to focus on the development of capabilities for ground autonomous systems over the next
decade, it is helpful to consider specific ground robotics capability needs that have been identified
by Army and Joint Service Future Operating Capability documents, Army S&T Master Plans,
COCOM Priorities, Defense Planning Guidance, Prioritized Capability Lists, Warfighter
Capability Gaps, Unmanned Systems Integrated Roadmaps, and feedback from current conflicts.
These resources use a variety of methods to categorize requirements. For example, COCOM
requirements are grouped into JCAs including Battlespace Awareness, Command and Control,
Force Application, Logistics, and Protection, while Army Documents such as FM 3-0 Operations
consider Movement and Maneuver, Intelligence, Fires, Sustainment, Command and Control, and
Protection. TRADOC Pamphlet 525-66 provides perhaps the most comprehensive set of
requirements, detailing the mapping between Joint Functional Concepts and Force Operating
Capabilities. One way to frame our discussion is in the context of four Joint Functional Concepts
most relevant to unmanned systems: Battlespace Awareness, Force Application, Protection, and
Focused