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**Abstract**

Many compressive sensing architectures perform well in simulation with low transmittance codes. These low levels are deceptive, however, since they result in low signal levels that are more susceptible to noise. Accounting for imaging noise, however, cannot be accurately modeled by simple Gaussian noise. A more complex noise model includes both read and shot noise. Read noise is caused by the system hardware and is independent of signal level. Shot noise is based in the light itself and is related to signal level. This note explores the effect of these noise sources on optimal code transmittance.

**Subject Terms**

compressive sensing, noise modeling, sensing matrix, coded aperture, imaging noise
## Contents

List of Figures  

1. Introduction  

2. Reducing CS Complexity by Reducing Code Transmittance  

3. Optimal Code Transmittance with Gaussian Noise  

4. A More Complex Imaging Noise Model  

5. Optimal Code Transmittance with Read and Shot Noise  

6. Conclusion  

7. References  

List of Symbols, Abbreviations, and Acronyms  

Distribution List
List of Figures

Fig. 1  The sensing matrix of an 8 × 8 code, with only one row of the code active at a time, resulting in a block diagonal structure. Each row of the sensing matrix is a vectorized version of the code, representing one measurement. The columns of the sensing matrix corresponding to the rows of the code are labeled. Each row of the code is active during four measurements, resulting in 4 × 8 submatrix blocks. ..................... 2

Fig. 2  An example CS simulation using low code transmittance. The sparse transform contains the largest 10% of the coefficients of the original transform. The sparse image was measured using only one active row of the code per measurement. The recovered image has a PSNR of 29.5 dB using a compression ratio of 0.25. ........................................... 3

Fig. 3  PSNR vs. transmittance of the active code row for various noise levels. At low noise levels the optimal transmittance is low. As the noise increases, the optimal transmittance increases because higher transmittance leads to a higher SNR, which benefits CS recovery....... 4

Fig. 4  SNR vs. signal level for a noise model including read and shot noise (top) and the read and shot noise displayed separately on a log–log scale (bottom). Note that the knee in the SNR curve occurs where the shot noise overtakes the read noise. ...................................................... 5

Fig. 5  PSNR vs. the transmittance of the active row for different amounts of shot noise. Since the shot noise depends on signal level, increasing the noise does not increase the optimal transmittance. .............................. 6

Fig. 6  PSNR vs. transmittance of the active code row with various noise levels using both read and shot noise. The optimal transmittance increases with the noise level, but not as quickly as with read noise alone, as illustrated in Fig. 3.................................................................. 6
1. Introduction

The US Army Research Laboratory has been investigating compressive sensing (CS) to increase measurement resolution or measurement speed.\textsuperscript{1-4} One important parameter of a CS architecture is code transmittance. Many CS systems perform well in simulation with low transmittance codes.\textsuperscript{5} These low levels are deceptive, however, since they result in low signal levels that are more susceptible to noise. Accounting for imaging noise, however, cannot be accurately modeled by simple Gaussian noise. A more complex noise model includes both read and shot noise.\textsuperscript{6} Read noise is caused by the system hardware and is independent of signal level. Shot noise is based in the light itself and is related to signal level. This note explores the effect of these noise sources on optimal code transmittance.

2. Reducing CS Complexity by Reducing Code Transmittance

A simple binary-coded CS scheme employs 50% blocked and 50% unblocked cells, resulting in a light transmittance of 0.5.\textsuperscript{7} Compressive sensing can perform well using less transmittance, however, and reducing the percentage of unblock cells significantly reduces recovery algorithm complexity. One simple method of reducing the complexity of a system using a 2-D code is to only measure one row at a time. Figure 1 shows the sensing matrix of an $8 \times 8$ code with the active row changed after every fourth measurement, resulting in a block diagonal matrix structure. Each row of the sensing matrix represents a single measurement and is a vectorized version of the entire code. In this example, the active code rows have a 0.5 transmittance and 32 measurements out of a total 64 pixels give a compression of 0.5.
Fig. 1 The sensing matrix of an $8 \times 8$ code, with only one row of the code active at a time, resulting in a block diagonal structure. Each row of the sensing matrix is a vectorized version of the code, representing one measurement. The columns of the sensing matrix corresponding to the rows of the code are labeled. Each row of the code is active during four measurements, resulting in $4 \times 8$ submatrix blocks.

Figure 2 shows simulation results using a sensing matrix similar to that shown in Fig. 1 using a $128 \times 128$ code, 0.25 compression, and the active row changed at every 128 measurements. Smaller images are generally less sparse than larger images; therefore, for simulation purposes it is advantageous to increase the sparsity of the test image. The sparse image shown has the 10% largest wavelet coefficients of the original image, with the rest set to zero. The image was recovered with a peak signal-to-noise ratio (PSNR) of 29.5 dB using the gradient projection for sparse reconstruction algorithm.
Fig. 2 An example CS simulation using low code transmittance. The sparse transform contains the largest 10% of the coefficients of the original transform. The sparse image was measured using only one active row of the code per measurement. The recovered image has a PSNR of 29.5 dB using a compression ratio of 0.25.

3. Optimal Code Transmittance with Gaussian Noise

The transmittance of the code can be further controlled by adjusting the transmittance of each active row. For low noise levels, a lower transmittance value outperforms higher transmittance. Using the setup from Fig. 2, Fig. 3 shows the PSNR versus transmittance of the active code row for various added Gaussian noise levels with standard deviation $\sigma$. For low noise levels, the optimal transmittance is around 0.2. As the noise increases, the optimal transmittance increases. This is because higher transmittance leads to higher signal measurement values, increasing the signal-to-noise ratio (SNR).
Fig. 3  PSNR vs. transmittance of the active code row for various noise levels. At low noise levels the optimal transmittance is low. As the noise increases, the optimal transmittance increases because higher transmittance leads to a higher SNR, which benefits CS recovery.

4.  A More Complex Imaging Noise Model

Adding Gaussian noise to the measurement is a very simple noise model. In a more sophisticated image noise model, the noise is a combination of read noise and shot noise. The read noise $R$ is a fixed amount of noise caused by the camera electronics and other hardware variations. The shot noise is caused by variations in the light itself and is related to the signal level $S$ by a gain factor $g$. The total noise is given by

$$N = \sqrt{R^2 + S/g}.$$  

For example, a 12-bit imaging system with a shot noise of 2.5 bits and a gain of 11.6 would have an SNR related to signal level as shown in Fig. 4. At low signal levels, the read noise dominates the SNR. At around a signal level of 70 bits, a knee in the curve indicates where the shot noise begins to dominate the read noise.
Fig. 4 SNR vs. signal level for a noise model including read and shot noise (top) and the read and shot noise displayed separately on a log–log scale (bottom). Note that the knee in the SNR curve occurs where the shot noise overtakes the read noise.

5. Optimal Code Transmittance with Read and Shot Noise

In the first noise model, a fixed noise level independent of measurement amplitude was used, simulating read noise without any shot noise. Before using a more realistic model that combines read and shot noise, we examine the effect of adding shot noise alone. Figure 5 shows the PSNR versus the transmittance of the active row for different levels of shot noise. In the simple noise model, the SNR increased as the signal level increased; therefore, higher noise levels benefited from a higher transmittance. Now that the noise increases with signal level, this effect is eliminated, and the optimal transmittance stays at about the same value.
Fig. 5  PSNR vs. the transmittance of the active row for different amounts of shot noise. Since the shot noise depends on signal level, increasing the noise does not increase the optimal transmittance.

When both read and shot noise are present, we would expect to see something in between Figs. 3 and 5, such as the optimal transmittance level increasing with the noise level, but not as fast as the case of read noise alone. In Fig. 6, the standard deviations of the noise from Fig. 3 were combined with the gains of the shot noise in Fig. 5 but in reverse order to simulate a shift from a majority of shot noise in the first signal to a majority of read noise in the last signal. As predicted, the optimal transmittance increases slower here than when using read noise alone.

Fig. 6  PSNR vs. transmittance of the active code row with various noise levels using both read and shot noise. The optimal transmittance increases with the noise level, but not as quickly as with read noise alone, as illustrated in Fig. 3.
These results assume that camera settings remain the same as the transmittance changes. In reality, camera International Standards Organization (ISO) setting and exposure time can be changed to help increase SNR when using a code with lower transmittance. This adds more complexities, however, as increasing the ISO and exposure time itself has effects on the noise. These considerations are out of the scope of this note but are worthwhile avenues of future research.

6. Conclusion

This note has considered optimal code transmittance using realistic noise models that include both read and shot noise. The more the noise is dominated by shot noise, the more the optimal transmittance will remain at the ideal, noise-free level. The more the read noise dominates, the more the optimal transmittance will increase.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>ARL</td>
<td>US Army Research Laboratory</td>
</tr>
<tr>
<td>CS</td>
<td>compressive sensing</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organization</td>
</tr>
<tr>
<td>PSNR</td>
<td>peak signal-to-noise ratio</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
</tbody>
</table>