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Research Objective 
• Discover fundamental principles underlying multimodal 

perception based on similarity relationships between 
stimulus features and their environmental context.  

• Provides objective framework for understanding 
perception of complex multimodal events in naturalistic 
environments 

Challenges 
• Adaptation of existing behavioral methods and models 

for complex  and dynamic multimodal events  
• Modeling similarity in terms of physical and 

psychological feature descriptions. 
• Extending traditional psychophysical  and statistical 

approaches  to characterize, multidimensional 
perceptual events 

• Developing novel statistical approaches to describe 
changes in perception over time 

Bias in audio/tactile localization experiment conducted at ARL while collecting 
simultaneous EEG.  

ARL Facilities and Capabilities Available 
to Support Collaborative Research 

• The Environment for Auditory Research (EAR), located at 
APG, MD, contains a number of  highly reconfigurable 
indoor and outdoor research spaces, specialized for 
modeling and simulating complex real-world-relevant 
environments.  

 
 
 
 
 
 
 

• Unique ARL expertise includes: 
• Modeling and simulation of complex auditory and visual 

scenes  
• Analysis and modeling of perception for complex events  
• Multimodal transfer of perceptual learning 

• Currently developing novel applications of multivariate 
methods for defining multidimensional similarity.   
• Similarity metrics could enable predictive performance 

models for detection, identification, or localization.  
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 Complementary Expertise/ Facilities/ 

Capabilities Sought in Collaboration 
• Additional expertise needed for modeling and analysis 

behaviorally-relevant characteristics of multimodal 
environments 

• Additional expertise needed for model-based simulation 
of complex, real-world multimodal scenes 

• Validated real-world multimodal stimulus sets over short 
and long time scales 

• Flexible, multimodal stimulation capabilities that can be 
deployed in real-world environments 

Recent research has demonstrated a direct link between the 
similarity among complex sources and the likelihood of detection.  

Configurability is ideal for investigation 
of complex multimodal events including: 
audition, vision and tactile interactions.  
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