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Research Objective ARL Facilities and Capabilities Available
* Pioneer programming methodologies for the next to Support Collaborative Research
generation hardware ¢ Available accelerator-based systems
* Achieving performance portability in current, emerging, « 456 Tesla GPU cluster
and tomorrow’s computational resources « Xeon Phi/Kepler cluster

e Calxeda ARM server
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Parameterization profile exhibits performance sensitivity to kernel configurations.
Challenges
¢ Gap between hardware capability and software utility ¢ Publications
¢ Competing heterogeneous programming models (CUDA, 0 Richie, Ross, Ruloff, Park, Pollock, and Shires,
OpenCL, OpenMP, etc) and growing architecture “Investigation of Parallel Programmability and
diversity with varying performance characteristics Performance of a Calxeda ARM Server Using OpenCL,”
e Scalability to large number of nodes (MPI+X) the Sixth Workshop on Unconventional High
Performance Computing 2013 (UCHPC), 2013
AMD FirePro W9100 | 2488 0 Ross, Richie, Park, Shires, and Pollock, “A Case Study of
NVIDIA Tesla k40 | OpenCL on an Android Mobile GPU,” IEEE High
e 1526 Performance Extreme Computing (HPEC), 2014
AMD Radeon HD 6970 1362 O Richie and Ross, “Cycle-Accurate 8080 Emulation on
NVIDIA Tesla K20M | 1150 Using an ARM11 Processor with Dynamic Binary
Translation,” ACM-IEEE International Conference on
Intel Xeon Phi 511P | 500 Formal Methods and Models for System Design
2x Intel Xeon E5-2670 | 135 (MEMOCODE)’ 2014
2x Intel Xeon X5650 | 89.8
Qualcomm Adreno 320 | 17 Complementary Expertise/ Facilities/
Samang s S U Core COMEXALS oy, Capabilities Sought in Collaboration
ig.
Samsung Exynos 5 quad-core Cortex-A7 e ¢ Auto-tuning techniques to address performance
(big LITTLE) ' portability
Calxeda ARM quad-core Cortex-A9 |1.09 * Expertise in programming model for heterogeneous
1 10 100 1000 10000 parallel computing
GFLOPs (log scale) ¢ Architecture research for data intensive sciences

N-body performance on a wide array of processor types.
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